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This report makes reference to several key concepts 
in AI. To facilitate comprehension of these terms, definitions 
are provided hereafter. 

• General AI or artificial general intelligence (AGI) 
represents a type of AI system that possesses a broad 
range of capabilities that matches or outmatches humans 
(Morris et al., 2024). True AGI systems do not yet exist. The 
concept of AGI remains a visionary goal, but the rapid pace 
of development of AI hints at the possibilities and potential 
directions AGI might take. 

• Narrow AI: Narrow AI refers to a type of AI system that 
is designed to address specific tasks or solve particular 
problems. Unlike AGI, which aims for broad capabilities, 
narrow AI focuses on defined tasks and exhibits expertise 
within a limited domain. Narrow AI systems are tailored to 
excel in specific applications or problem domains.

• Supervised learning is a machine-learning approach 
defined by its use of labelled datasets. These datasets are 
designed to train or “supervise” algorithms into classifying 
data or predicting outcomes accurately. Using labelled 
inputs and outputs, the model can measure its accuracy 
and learn over time.

• Unsupervised learning uses machine-learning 
algorithms to analyse and cluster unlabelled datasets. 
These algorithms discover hidden patterns in data without 
the need for human intervention.

In certain AI models, the distinction between supervised 
and unsupervised learning is more nuanced than in others.  
For instance, in reinforcement learning, the machine is given 
only a numerical performance score as guidance, and in  
weak or semi-supervision models, a small portion of the data 
are tagged.

• Foundation models are large-scale, pre-trained models 
that serve as the basis or foundation for developing more 
specialized AI applications or models. These foundation 
models are typically trained on vast amounts of data using 
techniques such as unsupervised learning. Developers can 
fine-tune these pre-trained foundation models on specific 
datasets or tasks to create more specialized AI models 
tailored to particular applications or domains.

• Source code refers to the human-readable instructions 
written by programmers to define the behaviour, algorithms 
and models used in AI systems.

• Artificial Intelligence of Things (AIoT) refers to the 
integration of artificial intelligence (AI) technologies with  
Internet of Things (IoT) devices and systems. AIoT combines 
the capabilities of AI algorithms with the vast amounts of 
data generated by IoT devices to create intelligent and 
autonomous systems.

• Intelligent automation combines AI technologies, such 
as machine learning, computer vision, natural language 
processing and robotics process automation, to automate 
and optimize processes, tasks and workflows in various 
domains and industries.

• Machine learning is a subset of artificial intelligence 
(AI) that focuses on the development of algorithms and 
statistical models that enable computers to perform tasks 
without being explicitly programmed to do so. In other words,  
machine-learning algorithms learn from data, identify patterns  
and make decisions or predictions based on those data.

• A neural network is a computational model inspired by 
the structure and function of the human brain, composed 
of interconnected nodes, or artificial neurons, organized in 
layers. Through a process called training, neural networks 
learn from examples by adjusting the weights of connections 
to minimize the difference between predicted and actual 
outputs, thereby enabling them to recognize patterns, 
make predictions and perform complex tasks across a wide 
range of domains.

• Deep learning is a subset of machine learning that 
involves training artificial neural networks with many layers 
of processing units, or neurons, to learn representations 
of data. The term “deep” refers to the depth of the neural 
networks, which typically consist of multiple hidden layers 
between the input and output layers.

• Large language models (LLM) are advanced AI systems  
that are trained on massive amounts of text data to 
understand and generate human-like language. These 
models are characterized by their vast size, often containing 
hundreds of millions to billions of parameters, which 
enables them to capture intricate patterns and nuances  
in language. 

General versus narrow AI

Supervised versus  
unsupervised learning

Other terms

AI technologies

Annex 1 Key  
AI-related terms
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The changes projected as a result of AI in labour productivity 
differ according to skills and sectors,1 distinguishing between 
high-skilled, medium-skilled and low-skilled labour. 

The size of the productivity shock, or changes to productivity, 
in the optimistic scenarios is based on a study conducted by 
Goldman Sachs (2023). The study projects that AI will increase 
total factor productivity in the United States by 1.5 percentage 
points annually for 10 years, starting in 2027, 10 years  
after AI started to transform the technology industry. Since 
the productivity shock will be phased in over 14 years (2027-
40) in the simulation conducted for this report, this implies  
an approximate shock of 1.06 percentage points per year. 

The size of the productivity shock in the cautious scenarios is 
partially based on Acemoglu (2024), who projects that total 
factor productivity will go up by 0.66 percentage points in 10 
years as a result of AI. However, Acemoglu (2024) follows 
Svanberg et al. (2024) in assuming that only 23 per cent 
of AI projects can be profitably implemented. Since a long-
term perspective has been employed here, this profitability  
scaling-down is not applied, which thus leads to a productivity 
shock of 0.2 percentage points per year.

In the global synergy scenarios, the productivity shocks are 
applied uniformly across economies. In the tech divergence 
scenarios, the productivity shocks are applied taking into 
account variation in the International Monetary Fund (IMF)’s 
AI Preparedness Index2 across economies. The IMF’s AI 
Preparedness Index contains indicators of digital connectivity, 
skills, innovation capacity and regulations. A replicated AI 
preparedness index was used for this report, based on IMF 
methodology (Cazzaniga et al., 2024). This implies that low-
income economies would benefit less from productivity 
increases, because they score lower on this index. To scale the 
productivity increase according to economies’ AI preparedness, 
the productivity shocks calculated for the United States are 
multiplied by the AI Preparedness Index of each region relative 
to the United States. 

In both the global synergy and tech divergence scenarios, 
productivity shocks vary by skill level and across economies. 
The variation by skill level is based on literature identifying  
which tasks can be automated through AI in the O*NET 
catalogue3 of tasks for each occupation. O*NET describes 
each occupation in terms of various domains, such as work 
activities or tasks that need to be completed. Both the global 
synergy and tech divergence scenarios are based on the AI 
exposure indicator by Eloundou et al. (2023), who use the 
tasks attributed to occupations by O*NET. They calculate 
whether the time spent on completing a task can be reduced 
by 50 per cent or more through the application of ChatGPT 

As discussed in Chapter 2, AI is projected to impact trade costs 
through three channels: diminished compliance costs, reduced 
language barriers and improved logistics. To gauge the size of 
the impact, insights from the literature concerning the impact 
of AI have been considered. According to these estimations, 
reductions in trade costs can occur per the three channels:

• A reduction in the costs of compliance with regulations.  
To determine the associated trade cost reduction, a measure 
for compliance costs has been included in a regression of 
inferred trade costs (employing the Head and Ries (2001) 
formula) on trade cost proxies. The compliance cost measure 
employed is the World Bank Group’s “Doing Business” 
indicator, Documentary compliance to export, defined as the 
hours needed to comply with all documentary requirements 
to export. This generates the ad valorem equivalent trade 
costs of the documentary compliance. In the counterfactual 
scenarios, it is assumed that these trade costs fall by 70 
per cent. This value is based on a case study of DHL’s 
experience: when using AI-based intelligent document 
processing to prepare the necessary documentation for 
international shipments, DHL observed an efficiency gain  
of 70 per cent.6 Since costs of documentary compliance  
are proportional to the time needed to comply, this implies 
that trade costs can also fall by 70 per cent. 

Productivity shocks

Trade cost shocks

or additional AI software, based both on AI and human 
judgement. Summing over all tasks for each occupation, an AI 
exposure indicator at the occupation level can be calculated. 
The AI exposure indicator is then aggregated to the sectoral 
level using employment data, differentiating by skill level (high, 
medium and low).4   

To distinguish the global synergy scenarios from the tech 
divergence ones, it is assumed that the pattern of productivity 
increases is on aggregate (economy-wise) reversed between 
middle-skilled and high-skilled labour.5 In the global synergy 
scenarios, productivity increase is higher for middle-skilled 
workers than high-skilled worker, whereas in the tech 
divergence scenarios, higher-skilled workers see a higher 
increase in productivity. However, the sectoral distribution of 
AI exposure is kept, as well as the relative gap between high-
skilled and middle-skilled workers across sectors. Hence, 
sectors with larger AI exposure of middle-skilled relative 
to high-skilled workers will continue to exhibit a larger gap 
compared to sectors where the gap is smaller.

The projections for the level and variation in productivity shocks 
have been developed for the United States and applied for 
other economies. However, since productivity shocks vary 
according to skill and sector, and other regions do not have 
the same industrial and skill structures as the United States, 
productivity gains will differ across economies. Regions with a 
greater proportion of middle-skilled and high-skilled workers, 
and with a larger presence in sectors with the highest projected 
productivity shocks, will achieve higher average productivity 
growth. Also, the degree of convergence between middle and 
high-skilled workers may differ. 

Annex 2 Technical 
Appendix on the 
simulation scenarios
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• A reduction in logistics costs, since AI is expected to reduce  
the costs associated with logistical planning. To determine 
the size of the effect, we use the “timeliness” component  
of the World Bank’s Logistics Performance Index (LPI).7 
The LPI reflects the frequency with which shipments are 
delivered within scheduled or expected delivery times 
(World Bank, 2023). To capture the potential impact of AI 
on logistics costs, the difference between the maximum  
possible value for this indicator (five) and the actual indicator 
was calculated and included in the regression of inferred 
trade costs on trade cost proxies. In the counterfactual 
scenarios, the associated trade cost reduction is 50 per 
cent, i.e. it is assumed that AI will improve the timeliness 
of shipments by decreasing delays by half. As developing 
economies and LDCs tend to have a higher frequency of 
delays, such an improvement will contribute to convergence 
effect by reducing the gap in the frequency of delays between 
these economies and developed economies.

• A reduction in the costs associated with language barriers 
in international trade, since AI will facilitate translation of  
written and spoken communication. To determine the impact  
on trade costs, the ad valorem equivalent trade cost 
associated with a dummy for common official language, as 
introduced by Melitz and Toubal (2014), was employed. In 
the regression, spoken common language was controlled 
for, as this captures the influence of common language on 
trade and trade costs through, for example, ease in informal 
communication and building trust in networks. Therefore, it  
is assumed that trade costs associated with a different  
official language completely disappear, implying a global a 
verage ad valorem equivalent trade cost reduction of  
2.12 per cent. This is close to the projected trade  
cost reduction of AI through improved machine translation  
on eBay in a study by Brynjolfsson et al. (2019), in which  
ad valorem equivalent implied by the projected trade  
effect was 2.2 per cent.

Figure A.1: Cumulative trade cost ad valorem equivalents (%) averaged by importers (2017-40)

Note: Figure A.1 demonstrates projected cumulative ad valorem equivalents of trade cost reductions in the global synergy and 
tech divergence scenarios by means of compliance, language and logistics. The values are not additive. See Table A.1 for a list of 
abbreviations for region names.

Source: Simulations using the WTO Global Trade Model 
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These trade cost shocks are not assumed to vary between 
the optimistic and cautious scenarios. However, they vary 
according to whether the global synergy scenarios or the 
tech divergence scenarios are considered. In the global 
synergy scenarios, it is assumed that all regions have the same  
means to implement AI, and that trade cost shocks are  
therefore identical. In the tech divergence scenarios, the IMF’s  
AI Preparedness Index has been bilateralized and used to  
scale the trade cost shocks to account for differences in  
regions’ capacity to use AI technologies. It is assumed that  
trade costs decrease between 2018 and 2040 because  
some the trends described have already started, such as the 
reduced costs associated with language barriers referred to in  
the study of Brynjolfsson et al. (2019). 

Figure A.1 displays the projected cumulative trade cost 
reduction under the global synergy scenario (without 
considering AI preparedness of economies) and the tech 
divergence scenario (considering AI preparedness) over the 
period from 2017 to 2040.8 The figure clearly shows that the 
largest projected trade cost reductions will be in LDCs and 
developing economies. This is because these regions have  
the greatest potential to leverage AI to lower compliance 
costs, logistics costs and costs related to language barriers. 
The largest projected trade cost reduction is expected to 
come from decreased logistics costs for LDCs and developing 
economies, while diminishing language barriers play a major 
role for some developed regions, such as the European  
Union and the European Free Trade Association (EFTA). 

Figure A.2 shows the projected changes in real GDP  
between 2023 and 2040. In the optimistic global 
synergy scenario, global real GDP is expected to grow 
by 11 percentage points compared to the baseline over 
the period, highlighting the impact of AI in boosting  
the global economy. The results mirror those for trade,  
though labour productivity plays a more significant role in  
driving GDP growth.

Figure A.2: Cumulative global GDP growth 
rate (2023-40) 
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1 In the Global Trade Analysis Project (GTAP) Data Base (https://
www.gtap.agecon.purdue.edu/databases/), “off_pros” are mapped  
to “high-skilled”, “tech_aspros”, “clerk” and “service_shop” are 
mapped to “medium-skilled”, and “ag_othlowsk” are mapped to 
“low-skilled”.

2 See https://www.imf.org/external/datamapper/datasets/AIPI. 

3 A survey-based database of information on jobs and occupations 
(https://www.onetonline.org/). 

4 The skill level of each occupation is based on the International 
Standard Classification of Occupations (ISCO-08) major groups 
score per occupation (in which 1-3 are high-skill; 4-8 are medium-
skill and 9 are low-skill). This classification is mapped to US 
Standard Occupational Classification (SOC2018) occupations.

5 It is worth noticing that such an approach does not mean that 
all sectors will have a larger productivity shock in middle-skill 
occupations than in high-skill occupations.

6 See https://www.abbyy.com/customer-stories/deutsche-post-
dhl-group-increases-efficiency-by-70-with-rpa-and-abbyy-idp/. 

7 See https://lpi.worldbank.org/. 

8 We assume that trade cost reductions begin earlier, in 2017, 
compared to the increase in productivity starting in 2023, as 
empirical evidence suggests that AI has already contributed to 
lowering logistical and translation costs. 

Table A.1: Abbreviations

Endnotes

Regions Sectors

AUS Australia AGR Agriculture

OAS Other Asian countries OIL Oil

CHN China ONR Other natural resources

JPN Japan PRF Processed food

KOR Republic of Korea TWL Textiles, wearing apparel and leather

SEA ASEAN P_C Petroleum, coal products

ASL Asian LDCs CHE Chemicals and petrochemicals

IND India PRP Pharmaceuticals, rubber and plastic products

IDN Indonesia OTG Other goods

CAN Canada MET Metals

USA USA EEQ Electronic equipment

MEX Mexico ELE Computer, electronic and optical products

BRA Brazil OMF Other machinery

LAC Latin America MVT Motor vehicles

E27 EU-27 OTN Transport equipment not elsewhere classified (n.e.c.)

GBR United Kingdom UTC Utilities and construction

EFT EFTA countries TRD Trade

ROW Rest of World TRP Transport

RUS Russian Federation WIS Accommodation, food and services activities

MIN Middle East and North Africa WHS Warehousing and support activities

TUR Türkiye CMN Communication

SSA Sub-Saharan Africa OBS Business Services

SSL Sub-Saharan LDCs INS Insurance

ZAF South Africa FIN Financial Services

OTS Other Services

EDH Education and human health

ROS Recreational and other services

https://www.imf.org/external/datamapper/datasets/AIPI
https://www.onetonline.org/
https://www.abbyy.com/customer-stories/deutsche-post-dhl-group-increases-efficiency-by-70-with-rpa-and-abbyy-idp/
https://www.abbyy.com/customer-stories/deutsche-post-dhl-group-increases-efficiency-by-70-with-rpa-and-abbyy-idp/
https://lpi.worldbank.org/
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In May 2019, the OECD Council adopted the OECD 
AI Principles (OECD, 2019a), considered to be the first 
intergovernmental policy instrument in this area (Ebers and 
Navas Navarro, 2020; Morley et al., 2020). The document 
includes the following five high level values based principles 
for responsible AI stewardship: 

1) “inclusive growth, sustainable development and well-being”; 
2) “human-centred values and fairness”; 
3) “transparency and explainability”; 
4) “robustness, security and safety”; and 
5) “accountability”. 

The document also provides five policy recommendations 
intended to guide both national government policies and 
international cooperation, to be undertaken in a manner 
consistent with the five AI principles, namely: 

1) investing in AI research and development; 
2) fostering a digital ecosystem for AI; 
3) shaping an enabling policy environment for AI; 
4) building human capacity and preparing for labour market  
transformation; and 
5) international cooperation for trustworthy AI. 

The OECD AI Principles have been recognized by economies 
beyond the 38 OECD members. Notably, the G20 AI  
principles (see below) – which are mostly based on the OECD 
principles – were adopted by various non-OECD economies, 
including Brazil, China and India. 

The policy recommendations of the OECD Principles  
suggest elements that, directly or indirectly, may relate to trade  
and WTO issues. For instance, they refer to the fact that 
national policies and international cooperation need to include 
the preparation and use of regulatory instruments, such as 
technical standards, conformity assessment (certification and 
verification) and international standards for interoperable and 
trustworthy AI. 

The OECD Principles also propose a common understanding 
of certain key AI terms. Global agreement over key AI 

A. Organisation for Economic 
Co-operation and  
Development (OECD)

B. G20

C. Council of Europe

terminology and definitions may be a particularly important 
element for ensuring coherence and interoperability across 
economies’ regulatory interventions in this area (Meltzer, 
2023). The OECD Principles contain various AI definitions, 
of which two – “AI system”1 and “AI system lifecycle”2 – are 
key for the implementation of any national AI strategy, policy  
or regulation. As explained in this report, regulatory 
fragmentation itself can represent an important trade barrier,  
in particular for developing economies and MSMEs. 

In February 2020, the OECD launched the AI Policy 
Observatory, an inclusive hub for public policy on AI. The 
AI Policy Observatory aims to help economies encourage  
and monitor the responsible development of trustworthy 
AI systems. It is intended to facilitate dialogue and provide 
multidisciplinary, evidence-based policy analysis and data on 
areas impacted by AI. For governments, it is also intended to 
serve as a centre for policy evidence collection and debate, 
with support from strong partnerships with a wide spectrum  
of external actors.3 

In June 2019, G20 economies committed to a human-centred 
AI, and, to this end, adopted non-binding AI Principles.4  

The G20 AI Principles were drawn from the OECD AI 
Principles described above, which include five high-level 
principles for responsible stewardship of trustworthy AI and 
five recommendations for national policies and international 
cooperation in the area of AI.5  

Since 2019, the G20 has been implementing aspects of the 
AI Principles.6 For instance, to foster knowledge on existing 
approaches and practices, the G20 launched the “Examples 
of National Policies to Advance the G20 AI Principles”,7 and 
the “Policy Examples on How to Enhance the Adoption of  
AI by MSMEs and Start-ups”.8 AI policy issues were a key 
issue at the G20 Summit in Rio de Janeiro in November 2024, 
which focused on the use of AI for sustainable development. 

In 2021, the Council of Europe’s Committee on AI was tasked 
to prepare a legally-binding international instrument on the 
development, design and application of AI, based on the 
Council’s standards on human rights, democracy and the rule 
of law.9 These negotiations concluded in 17 May 2024 with the 
adoption of a “Framework Convention on Artificial Intelligence, 
Human Rights, Democracy and the Rule of Law”, the first 
binding international instrument on AI policy. The Framework 
Convention aims to ensure that activities within the lifecycle of 
AI systems are fully consistent with human rights, democracy 
and the rule of law, while being conducive to technological 
progress and innovation (Council of Europe, 2024). It sets 
out several fundamental principles related to activities within 
the AI systems lifecycle, such as human dignity and individual 
autonomy, equality and non-discrimination, transparency and 
oversight, respect for privacy and personal data protection, 
accountability and responsibility, reliability, and safe innovation. 

I. Policy-related initiatives 
in the area of AI

Annex 3 Key Policy 
and Standard-Related 
International Initiatives  
in the Area of AI
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D. United Nations Educational, 
Scientific and Cultural 
Organization (UNESCO)

E. G7

The Framework Convention also sets requirements to ensure 
the availability of remedies, procedural rights and safeguards, 
as well as requirements for risk and impact management.  
It states that its membership is open not only to the members 
states of the Council of Europe, but also to non-members, 
under certain conditions.

In November 2021, UNESCO’s 193 members adopted 
the first-ever global policy instrument on AI ethics – a 
non-binding “Recommendation on the Ethics of Artificial 
Intelligence” (UNESCO, 2021). The Recommendation 
is designed to guide the responsible development and 
application of AI technologies, ensuring that they are aligned 
with human rights and ethical standards.10 It provides a set 
of ten core principles, to be followed by all actors in the AI 
system lifecycle, that encapsulate a human rights approach 
to AI, emphasizing the importance of safety, security, 
privacy, transparency, responsibility, accountability and  
non-discrimination. It also lays out the following values: 
“respect, protection and promotion of human rights and 
fundamental freedoms and human dignity”; “environment and 
ecosystem flourishing”; “ensuring diversity and inclusiveness”; 
and “living in peaceful, just and interconnected societies”. 

The Recommendation also sets out eleven key areas for 
policy actions which call for the development of international 
standards to ensure the safety and security of AI systems, 
achieving accountability and responsibility for the content 
and outcomes of AI systems, and fostering research at  
the intersection between AI and intellectual property (IP). 

To assist its members in implementing the Recommendation, 
UNESCO has developed the “Readiness Assessment 
Methodology” (UNESCO, 2023a), a tool aimed at evaluating 
preparedness for the ethical deployment of AI.

Like the other AI initiatives described in this section, the 
Recommendation contains various elements that relate to 
WTO agreements and issues. For instance, it stresses the 
need to develop international standards (see Chapter 4(a)
(iii) on TBT) as tools to support AI policies, regulations and 
standards adopted in furtherance of the principles and policy 
actions proposed by the Recommendation. It also refers to 
the importance of discussing the intersection between AI 
and IP (see Chapter 4(b)(iv) on trade-related aspects of 
intellectual property rights (TRIPS). 

In May 2023, G7 leaders established the “Hiroshima Process 
on Generative AI” with the aim of promoting safe, secure 
and trustworthy AI.11 In this context, in December 2023, 
the G7 Digital and Tech Ministers agreed on the Hiroshima 
AI Process “Comprehensive Policy Framework”, which 
includes “International Guiding Principles for Organizations 

Developing Advanced AI Systems”12 and the “International 
Code of Conduct for Organizations Developing Advanced AI 
Systems”.13 These documents, which are based on the OECD 
AI Principles and take into account recent developments 
in advanced AI systems, aim to promote the safety and 
trustworthiness of AI systems by providing guidance, in the 
form of principles and actions, for organizations developing 
and using the most advanced AI systems. 

Several principles of the “International Guiding Principles for  
Organizations Developing Advanced AI Systems”14 
are particularly relevant for trade. They include: taking 
appropriate measures to identify, evaluate, and mitigate  
risks  across the AI lifecycle; investing in and implementing  
robust security controls, including physical security, 
cybersecurity and insider threat safeguards across the AI  
lifecycle; advancing the development of and, where 
appropriate, the adoption of international technical standards; 
and implementing appropriate data input measures and 
protections for personal data and IP. 

The actions proposed in the “International Code of Conduct for 
Organizations Developing Advanced AI Systems”15 include: 
measures to identify, evaluate and mitigate risks across the AI 
lifecycle (such as employing diverse internal and independent 
external testing measures and implementing appropriate 
mitigation to address identified risks and vulnerabilities); 
implementing robust security controls, including cybersecurity 
policies across the AI lifecycle; advancing the development 
of and, where appropriate, adoption of international technical 
standards; and implementing appropriate data input measures 
and protections for personal data and IP. In July 2024, the 
OECD announced a pilot phase to monitor the application 
of the G7 Hiroshima Process International Code of Conduct 
for Organisations Developing Advanced AI Systems.16  
At their October 2024 meeting, Digital and Tech Ministers 
announced that they would continue to work to develop  
the Reporting Framework with the aim to advance it by the 
end of the year, in collaboration with the OECD and the 
participating organizations.17 

In the G7 Verona and Trento Ministerial Declaration, adopted 
in March 2024, beyond advancing these actions under 
Hiroshima AI Process, G7 economies also expressed their 
desire to participate in the discussions initiated by the 
Brazilian G20 Presidency on the specific issue of “AI for 
sustainable development”. 

Relatedly, the G7 has played an important role in developing 
and operationalizing the notion of “Data Free Flow with Trust” 
(DFFT) (Meltzer, 2023).18 For example, the G7 Digital Trade 
Principles provide that “data should be able to flow freely 
across borders with trust”, and call for unjustified obstacles 
to cross-border data flows to be addressed, on the one hand, 
and for privacy, data protection, the protection of IP rights, 
and security, on the other.19 In April 2023, the G7 agreed 
to establish the “Institutional Arrangement for Partnership” to 
operationalize the DFFT concept through principles-based, 
solutions-oriented, evidence-based, multi-stakeholder and 
cross-sectoral cooperation (see also Chapter 3(b)(i)) for a 
discussion of cross-border data flows).20 
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The G7 also recognizes the importance of interoperability 
between tools for trustworthy AI (such as regulatory  
and non-regulatory frameworks and technical standards).21  
In this context, the G7 has developed an “Action Plan 
for Promoting Global Interoperability between Tools for  
Trustworthy AI” in which G7 economies have pledged to  
raise awareness of international AI technical standards  
development efforts, build capacity among stakeholders  
on ways to actively participate in such processes, and 
encourage adoption of international AI standards as tools  
for advancing trustworthy AI.22 

In October 2023, the UN Secretary-General formed a  
high-level AI Advisory Body, composed of experts from  
government, industry, academia and civil society, to develop  
a set of recommendations on the international governance  
of AI.23 The Final Report of the UN AIAB was published in  
September 2024 (UN, 2024). 

Rather than proposing any single model for AI governance, 
the UN AI Report outlines five guiding principles for the 
creation of new AI governance institutions. 

The five guiding principles concern: 

1) inclusivity (AI “should be governed inclusively, by and for the
     benefit of all”); 
2) public interest (“AI must be governed in the public interest”); 
3)  “data governance” (“AI governance should be built in step      
        with data governance and the promotion of data commons”); 
4)  universality (“AI governance must be universal,  networked 
         and rooted in adaptative multi-stakeholder collaboration”);  

 and 
5)  “international law” (“AI governance should be anchored in 

the UN Charter, International Human Rights Law, and other 
agreed international commitments such as the Sustainable 
Development Goals”). 

The UN AI Report identifies three main governance  
gaps - representation gaps, coordination gaps, and 
implementation gaps – and formulates recommendations 
to “advance a holistic vision for a globally networked, agile  
and flexible approach to governing AI for humanity, 
encompassing common understanding, common ground 
and common benefits to enhance representation, enable 
coordination and strengthen implementation”. Specific 
recommendations include: 

• the creation of an independent international scientific panel 
on AI, made up of diverse multidisciplinary experts in the  
field serving in their personal capacity on a voluntary basis.

• the launch of a twice-yearly intergovernmental and  
multi-stakeholder policy dialogue on AI governance on  
the margins of existing meetings at the United Nations.

• the creation of an AI standards exchange, bringing together  
representatives from national and international standard- 
development organizations, technology companies, civil  

In November 2023, the United Kingdom hosted the AI 
Safety Summit, at which 28 economies and the European 
Union agreed on the “Bletchley Declaration” on AI Safety. 
The Summit brought together various governmental and 
non-governmental stakeholders to discuss how to mitigate 
the risks posed by AI through internationally coordinated 
action (UK Government, 2023). The Bletchley Declaration 
recognizes the urgent need to understand and collectively 
manage potential risks through a new joint global effort  
to ensure AI is developed and deployed in a safe,  
responsible way for the benefit of the global community.  
It agrees to focus cooperation on identifying common AI 
safety risks and building a shared scientific and evidence 
based understanding of these risks, and building respective 
risk-based policies across countries to ensure safety in  
light of such risks, collaborating as appropriate while 
recognising that approaches may differ based on national 
circumstances and applicable legal frameworks. Indeed, 
international cooperation is a key tenet stressed throughout 
the text of the Bletchley Declaration.

As part of the commitment to international cooperation 
and building a shared scientific and evidence-based 
understanding of certain AI risks under the Bletchley 
Declaration, the attending economies also agreed to  
support the development of an independent and inclusive 
“State of the Science” Report on “frontier AI”.24 The interim  
version of this report was published in May 2024.25  
The final version of the Report is expected to be published 
ahead of the next AI summit, scheduled for February 2025  
(UK Government, 2023b). 

F. United Nations (UN) 
AI Advisory Body

G. Bletchley process

society and representatives from the international  
scientific panel.

• the creation of an AI capacity development network to  
link up a set of collaborating, United Nations-affiliated 
capacity development centres making available expertise, 
compute and AI training data to key actors. 

• the creation of a global fund for AI managed by an 
independent governance structure.

• the creation of a global AI data framework that would 
outline data-related definitions and principles for global 
governance of AI training data, establish common 
standards around AI training data provenance and use,  
and institute market-shaping data stewardship and 
exchange mechanisms for enabling flourishing local AI 
ecosystems globally;

• the creation of an AI office within the Secretariat, reporting 
to the Secretary-General.

In March 2024, the UN General Assembly unanimously 
adopted a non-binding resolution on seizing the opportunities 
of safe, secure and trustworthy AI systems for sustainable 
development (UN AI Resolution).26 Although certain UN 
specialized agencies (including UNESCO, as noted above) 

H. UN General Assembly
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From 2019 to 2020, WIPO, as the UN specialized 
organization dedicated to IP issues globally, held a series  
of “Conversations” on the impact of AI on IP policy.28  
As discussed in Box 3.2 (Chapter 3) of this report,  
AI technologies can raise important questions concerning 
the creation and protection of IP rights. In the WIPO 
“Conversations”, governments and other stakeholders  
debated and submitted inputs about the most pressing 

The ITU, in partnership with 40 UN bodies, has convened  
the “AI for Good” platform, the goal of which is to identify 
practical applications of AI to advance the UN SDGs.  
“AI for Good” consists of a year-round online programme  
and an annual “AI for Good” Global Summit.30 The ITU has  
also launched a global AI Repository to identify AI-related 
projects, research and other initiatives that can accelerate 
progress towards the SDGs. 

I. World Intellectual Property 
Organization (WIPO)

J. International Telecommunication 
Union (ITU) (AI for Good platform)

A. ISO/IEC

II. Standardization in the 
area of AI

In 2018, the ISO/IEC Joint Technical Committee (JTC) 131   
established a subcommittee to work exclusively on AI 
standardization. As the focal point of standardization on AI 
within the ISO and IEC, the committee looks at the entire 
AI ecosystem and provides guidance to ISO and IEC 
committees developing AI applications. Its work programme 
comprises standardization in the areas of foundational  
AI standards, data standards related to AI, big data and  
analytics, AI trustworthiness, governance implications of 
AI, testing of AI systems, and ethical and societal concerns 
(ISO/IEC, 2024). 

There are significant efforts underway on developing 
international standards on AI. Such activities are taking  
place inter alia in the Joint Technical Committee of the 
International Organization for Standardization (ISO) and the 
International Electrotechnical Commission (IEC), the ITU and 
the Institute of Electrical and Electronics Engineers (IEEE) 
(Meltzer, 2023). 

have adopted AI-related instruments, this resolution is the  
first adopted on a UN-wide basis. 

The UN AI Resolution establishes a vision that AI systems27 

should be human-centric, reliable, explainable, ethical 
and inclusive, as well as oriented toward sustainable 
development. It recognizes the “rapid acceleration” of the 
design, development, deployment and use of AI systems and 
their potential to contribute to “accelerating the achievement”  
of the UN Sustainable Development Goals (SDGs). 
Consequently, it stresses the “urgency of achieving global 
consensus” on safe, secure and trustworthy AI systems such 
as by promoting the following actions: 

1) developing regulatory and governance approaches and 
frameworks; 

2) promoting internationally interoperable identification, 
classification, evaluation, testing, prevention and mitigation 
of risks of AI systems; 

3) developing mechanisms of risk monitoring and  
management and for securing data across the lifecycle of  
AI systems; 

4) developing internationally interoperable technical tools, 
standards or practices; 

5) respecting IP rights, including copyright protected content; 
6) safeguarding privacy and the protection of personal  

data when testing and evaluating systems; 
7) promoting transparency, predictability, reliability, 

understandability and human oversight of AI systems; and 
8) sharing best practices on, and promoting international 

cooperation in, “data governance” for greater consistency 
and interoperability, where feasible, of approaches for 
advancing trusted “cross-border data flows” for safe, 
secure and trustworthy AI systems.

More broadly, the resolution recognizes that the AI 
governance is still an “evolving area”. As such, it stresses the 
need for “continued discussions” on possible governance 
approaches that are “appropriate, based on international  
law, interoperable, agile, adaptable, inclusive, responsive 
to the different needs and capacities of developed and 
developing countries alike and for the benefit of all”. In  
this respect, the resolution calls for AI “regulatory and 
governance approaches” to be developed based on  
inputs from many stakeholders, i.e., the private sector, 
international and regional organizations, civil society, the 
media, academia and research institutions, technical 
communities and individuals.

questions likely to face IP policymakers as AI increases in 
importance. The key points generated from these debates  
were compiled in a WIPO Secretariat “Issues Paper on 
Intellectual Property Policy and Artificial Intelligence”  
(WIPO, 2020). The issues identified in the paper included 
patents, copyright and related rights, data, designs, 
trademarks, trade secrets, the technology gap and capacity-
building, and accountability for IP administrative decisions. 

WIPO has also developed an “AI and IP Clearing House” 
and an “IP policy toolkit”. WIPO’s AI and IP Clearing  
House is a searchable database that “continuously  
collates and publishes the main government instruments 
of relevance to AI and IP with the aid of the Member  
States”.29 The “IP policy toolkit” (WIPO, 2024) is intended to  
allow policymakers to engage on “how to best shape  
their AI innovation ecosystem and to structure their  
future work with a firm understanding of the current state  
of knowledge”. 
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C. Institute of Electrical and 
Electronics Engineers (IEEE)

D. United Nations Economic 
Commission for Europe (UNECE)

B. ITU

The IEEE has developed various standards dealing with 
socio-technical issues related to AI systems. Among other 
functions, the IEEE develops international standards on 

In February 2023, UNECE launched a new project aiming  
at developing new guidance on digital product regulation 
focused on regulatory compliance of “products with embedded 
AI or other digital technologies”. The UNECE has historically 
developed and adopted standards under the “Working  
Party on Regulatory Cooperation and Standardization  
Policies” (WP.6) (UNECE, 2024). In the context of the new 
project, UNECE issued in November 2023 a document 
proposing various recommendations and approaches 
on the regulation of AI-embedded products that related 
to international trade in general, and WTO disciplines in 
particular, including that: 

“Governments should ensure that regulatory measures  
applied to products with embedded digital technologies 
are consistent with the World Trade Organization (WTO) 
Technical Barriers to Trade (TBT) Agreement. This includes, 
but is not limited to, the TBT Agreement’s obligations 
pertaining to notification, publication, non-discrimination, 
avoidance of unnecessary barriers to trade, achievement 
of legitimate objectives and use of international standards” 
(UNECE, 2023).

This project is still ongoing, and no outcome has yet been 
adopted with respect to the proposals in the UNECE 
November 2023 document.

The ITU’s Telecommunications Standardisation Sector  
(ITU-T) has developed various technical standards on AI in  
the form of frameworks for evaluating intelligence levels  
of future networks and for data handling, as well as  
architectural frameworks for machine learning and AI-based 
networks.35 The ITU-T is one of the ITU branches that  
develops international standards in the area of information 
and communication technologies.36

The ISO/IEC Joint Technical Committee and subcommittee 
have already published 25 standards on AI32 and are  
currently working on developing another 31 AI standards.33 
Among the standards already published are standards  
on concepts and terminology, risk management and safety  
of AI systems. The ISO/IEC Joint Technical Committee  
and subcommittee also published a technical report in  
2022, containing an extensive overview on the issue of  
“ethical and societal concerns” related to AI  
governance.34 Standards still under development cover 
a wide range of new topics such as: “requirements 
for bodies providing audit and certification of artificial  
intelligence management systems”, “guidance on  
addressing societal concerns and ethical considerations”,  
“environmental sustainability aspects of AI systems”  
and “objectives and approaches for explainability and  
interpretability of ML models and AI systems”.

telecommunications, information technology and power-
generation products and services.37 Standards related  
to AI developed by the IEEE include standards for  
addressing ethical concerns during system design, for 
transparency of autonomous systems, and for algorithmic 
bias considerations.
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and monitoring’. These phases often take place in an iterative 
manner and are not necessarily sequential. The decision to retire 
an AI system from operation may occur at any point during the 
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Following a literature review, scholars working at the  
intersection of trade and AI were identified and invited to 
respond to the following two questions.
1. What are the main challenges that AI poses to the WTO’s 

current rules, principles and practices? 
2. How could WTO members ensure such rules, principles 

and practices remain fit-for-purpose in light of challenges? 
In your view, may specific rules, principles and practices 
need to be adjusted, and if so how?

Responses were received from Susan Aaronson (George 
Washington University; Centre for International Governance 
Innovation), Dan Ciuriak (Centre for International Governance 
Innovation), Johannes Fritz (Digital Policy Alert), Olia 
Kanevskaia (Utrecht University, Department of International 
and European Law, and Utrecht Centre for Regulation and 
Enforcement in Europe), Kholofelo Kugler (University of 
Lucerne; Counsel, Advisory Centre on WTO Law (ACWL)), 
Heidi Lund (National Board of Trade Sweden), Petros 
Mavroidis (Columbia Law School), Hildegunn Kyvik Nordås 
(Council on Economic Policies (CEP), Örebro University), 
Eduardo Paranhos (Head of AI Work Group at Associação 
Brasileira das Empresas de Software (ABES)) and Shin-Yi 
Peng (National Tsing Hua University). Chapter 4(f) reflects 
these responses.

Annex 4 Survey of 
Academics
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Artificial intelligence (AI) is transforming the way we live, work, produce and trade.  
As it further develops, AI is expected to unlock unprecedented economic and societal 
opportunities. However, it is also a source of significant risks and challenges.

This report examines the intersection of AI and international trade. It discusses how AI may  
shape the future of international trade by reducing trade costs, improving productivity and 
expanding economies' comparative advantages. The report reviews some key trade policy  
considerations, in particular the urgent need to address the growing AI divide between 
economies and between large and small firms, as well as data governance and  
intellectual property issues. It examines how to guarantee the trustworthiness of AI  
without hindering trade. The report also provides an overview of domestic, regional and  
international government initiatives to promote and regulate AI, and highlights the resulting risk 
of regulatory fragmentation. 

Finally, the report discusses the critical role of the WTO in facilitating AI-related trade, 
ensuring trustworthy AI and addressing emerging trade tensions, noting that the rapid 
evolution of AI is prompting questions about the implications of AI for international  
trade rules.




