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Abstract:

This paper examines the channels through whichhofisg affects employment in a
representative sample of German establishmentsg @sdifference-in-differences matching
approach. Offshoring establishments are identiflegd an increase in the share of
foreign to total inputs. We find that an averagdslubring establishment has higher
employment, higher productivity, and higher doneeatid foreign market share than if it did
not engage in offshoring. Furthermore, its productdepth remains unchanged; indicating
that offshoring predominantly operates through #&sstution of domestic for foreign
suppliers, rather than through a reduction of hpmoeeluction. Our empirical strategy enables
us to isolate a negative downsizing effect fromslodiring on employment, by exploiting
differences between offshoring plants that do amdhaot simultaneously restructure parts of
their establishment. Finally, we also identify api@e productivity effect on employment.
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1) Introduction

It is probably fair to say that the effects of tgeowing international fragmentation of
production chains on home country labor marketssallenot fully understood. Over the past
decades firms in industrialized countries haveaasimgly engaged in offshoring, by either
relocating low-skilled labor intensive productidess to foreign affiliates (vertical FDI) or by
buying intermediate inputs from unaffiliated foneiguppliers (international outsourcirigh

theory a higher degree of offshoring might haveitp@s or negative effects on a plant’s
employment. Positive employment effects could ariseost savings rendered firms more
competitive and increased their market share wadewnegative effects could result from
downsizing and relocation of production abréafthich channel dominates is ultimately an

empirical question.

A number of recent empirical studies have investigahe effects of offshoring on home
country employment. Studies based on macro-dathttefind insignificant or small negative
employment effect. Analyses relying on micro-data entail mixed result some find
positive and others negative employment efféc¥e suggest that contradictory results
should not come surprising, since existing studiagse not been able to disentangle the
various channels through which offshoring can affemployment either positively or
negatively. This is the aim of this paper.

On the methodological side, the preferred stratisgio use micro-data, since macro-data
analyses suffer from aggregation bias, lack of apate control variables for firms and
workers, and self-selection effects. Neverthelesstnmicro-studies still rely on industry-
level measures of offshoring, using intermediatedgotrade from input-output tabl@s.

Offshoring measures at the industry-level cannaiant for heterogeneity of firms with

! We follow Helpman (2006) in defining offshoring @®mprising both vertical FDI and international
outsourcing.

2 The productivity effect of offshoring on employmenays a prominent role in recent offshoring medgiich

as Kohler (2004) and Grossman and Rossi-Hansb8ag)2

% See, for instance, Feenstra and Hanson (1996,),188ghter (2001), Geishecker (2002), Hijzen,dz@nd
Hine (2005), Hsieh and Woo (2005), Egger and E¢ge03, 2005), and Hijzen (2007), where some ofdhes
studies focus on skill upgrading rather than nepleyment effects to test vertical FDI theory (Hekom 1984,
Venables, 1999).

* Micro-level evidence of labor market effects froffshoring are provided inter alia by Marin (200B)scourp

and Kramarz (2007), Egger, Pfaffermayer and WeB807), Geishecker (2006, 2008), Geishecker and Gorg
(2008), Kramarz (2008), Harrison and McMillan (2DpG#hd Desai, Foley and Hines (2009). These studies
typically find some evidence that offshoring leadschanges of the relative demand of labor, or @edesing
demand for labor across all skill types, or anéase in income inequality.

® See, for instance, Geishecker and Gérg (20085H@eker (2002, 2006, 2008) and Munch and Skak<9}2
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respect to their use of intermediate inputs witdmnindustry, nor can they help to disentangle

different effects of offshoring on employmént.

We capture offshoring by a plant level concept tmaters both vertical FDI and international
outsourcing. Offshoring is measured as a (qualgatincrease of a plant’s share of foreign
intermediate inputs in total inputs. This approhels several advantages: it opens the door to
identify channels that determine the employmeneatffof offshoring on a particular
establishment and allows us to distinguish betwesgative direct employment effects from
downsizing and positive indirect employment effeétem productivity gains through
offshoring. Also it allows testing for the differgal effect of offshoring by applying
difference-in-differences matching techniques, a-parametric estimator that is robust to
non-linearity and heterogeneity of relations acrosdividuals and therefore generalizes

regression analyss.

On the methodological side, we are the first stadyoffshoring to take the potential bias
stemming from the violation of the stable unit treant value assumption (SUTVA) that
hitherto excludes general equilibrium effects ircrotdata analysis into account (Heckman,
Lochner, and Tabner, 1998; Ferracci, Jolivet, amal den Berg, 2010). Such effects emerge
in our context, because domestic suppliers in trdrol group may lose supply contracts if
offshoring firms substitute them for foreign suppd. Moreover, domestic competitors to
offshoring firms lose market share if offshoringnders firms more competitive. We derive
formally the average treatment effect when allowimggeneral equilibrium effects as long as
they do not depend on the actions of particularntsyeThe interpretation of matching
estimators changes to a relative causal effecteatrhent when an average agent undergoes
treatment relative to what this agent had obtalmedi she not chose treatment, conditional on
the general equilibrium effect that actually toolage during the data period. While we
investigate thus the bias of matching estimatoosnfwviolation of the SUTVA, Heckman,

® Some studies use firm-level measures of FDI ratieem offshoring and others use some firm-levelsuezof

offshoring, but do not address their impact oneraployment. E.g. Barba-Navaretti and Castellanog}pand

Debaere, Lee and Lee (2006) investigate the implotutward FDI as measured by becoming a multimafio
company, i.e. changing their investment statuhyohaving a foreign affiliate. Hijzen, Inui and T@d2007)

offer a firm-level measure of offshoring by usimg tvalue of subcontracting to foreign providerss&hon OLS
and SGMM estimates, Hijzen, Inui and Todo (200T¥dfia positive effect of international outsourcinmgda
vertical FDI on firm productivity. In a similar vej Defevre and Toubal (2007) use firm-level datat@stigate,

whether a firm’s (foreign) sourcing mode dependstetotal factor productivity. Biscourp and KramgfP007)

find a negative relation between net employmentfaneign purchases of French firms. Kramarz (2088)ws

that French firms facing strong unions substituen goroduction for imports after introduction of tisengle

Market Program of the European Union.

" Angrist and Pischke (2009) show that regressicalyais is a particular matching estimator with sfiec
weighting function.
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Lochner, and Tabner (1998) resort to numericabeation, and Feracci, Jolivet, and van den
Berg (2010), need to assume that the generatlilequrh effect is confined to subsamples.

We find a statistically and economically signifitgositive employment effect of an increase
in the foreign intermediate input share in totgduts (offshoring) on the domestic plant. We
show that offshoring does not affect production tdepn average, hence, offshoring
predominantly substitutes domestic for foregyppliersrather than replacing own production
by foreign supply. This study finds that offshoripdants increase their average labor
productivity, improving their competitiveness, andrease their domestic and foreign market
share against “twin”-firms that do not offshore.rQuain innovation is the construction of
three additional types of treatment variables at the fplewel that allow us to identify
downsizing and productivity effects of offshoring employment: i) offshoring as defined
above that does not coincide with any simultaneessucturing, i.e., a partial shut-down,
sell-off or spin-off offshoring-sine-restructuring ii) offshoring with such a simultaneous
restructuring evenboffshoring-cum-restructuringand iii) switching between EU and non-EU
suppliers foreign-supplier-switching While the difference between the first two measu
allows us to isolate the negative downsizing effent employment, the third treatment
variable identifies the productivity channel, sirtbere is neither a direct employment effect
from downsizing in a German plant, nor are Germappbers affected. Still, there may be a
cost advantage, rendering such a plant more cotivgethan its domestic competitors. Our
analysis also suggests that there might be an enadile negative effect of offshoring on
employment of domestic suppliers if they are st by foreign oneSThese results are
robust, among others, to a careful investigatiorwbither self-selection into offshoring
confounds these treatment effects and to violawdnthe stable unit treatment value

assumption.

There are two related studies, namely Becker ancendier (2008a, 2008b), which
investigate the effects of vertical FDI — ratherarthoffshoring — on home country
employment. Becker and Muendler (2008a) find thatltimationals expanding abroad
experience fewer worker separations at home, arckdBeand Muendler (2008b) find a
decrease in net employment due to a market-shatehavwg effect: offshoring plants gain
market share and increase employment while othenedbc plants competing with the

offshoring plants on the goods market lose markatesand decrease employment. We differ

8 Unfortunately, this effect cannot be traced instrg data, because domestic suppliers of offshofims
cannot be tracked in the data.
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from these studies in several ways. Our approadbroader since offshoring takes place
whenever a plant increases the share of foreigernmgdiate inputs in total inputs. Thus
offshoring can be a result of vertical FDI but aballso result from increased sourcing of
intermediate inputs from unaffiliated foreign supm. Also, we focus on a switching effect
between domestic and foreign suppliers and amorgggio suppliers rather than switching of
market shares between offshoring and non-offshdiimgs on the final goods market. Last
but not least, we are able to identify the negagiffect of offshoring on employment through
downsizing and the positive productivity effect affshoring on employment even in the
presence of general equilibrium adjustments, somgttinat potentially biases results of the

studies cited above, or, indeed, all other prevgiudies on this subject.

The paper is organized as follows: Section 2 gavésamework for a micro-data analysis of
offshoring. Section 3 discusses briefly the dath ase section 4 outlines the empirical
methodology. Section 5 provides the estimationhaf propensity score of offshoring and
reports various auxiliary tests. Section 6 preseahts main estimations of the average
treatment effect on the treated of offshoring. Bect offers some extensions, before the last

section concludes.

2) Framework for the identification of channels

As noted above, our main objective is to identififedlent channels through which offshoring
affects employment. This requires an appropriafgagrh to capture the offshoring event. In
a two stage production process, if the first siagenskilled) labor intensive, it will be shifted
to (low-skilled) labor abundant countries, and intediate inputs will be importedHence, in
the early literature offshoring was measured as itlegease of the share of imported
intermediate inputs in the total purchase of noergy materials of an industry (Feenstra and
Hanson, 1996, 1999). This measure of offshorirgyde employed in some recent micro-data
studies like for instance Geishecker (2002, 20@®82, Geishecker and Gorg (2008) and
Munch and Skaksen (2009), where the dependentblesiare plant- or employee-specific,
but the explanatory variable of main interest, tfeshoring variable, remains industry-
specific. In contrast, we propose a proxy for obfshg at the plant-level by measuring the
qualitative increase in the share of imports irefimtediate goods of an establishment from

any sector. Hence, our measure is closest in dpirthe broad definition in Feenstra and

° If the second stage is low-skilled labor abund#ere will never be offshoring in production ttsarves the
domestic market (Venables, 1999).
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Hanson (1996, 1999), but more precise in practjcedpturing firm heterogeneity:** While
this opens the door for a more thorough microecatom analysis, the theoretical
underpinnings of such an analysis differ from samiindustry studies, because the firm

relationswithin an industry have to be taken into account.

Offshoring of an establishment may either subdifotoduction at home for imports from
abroad? or it may replace domestic intermediate input desnaith foreign oneDirect
employment effects via downsiziag confined to the former case, where the estabknt
under consideration exports jobs to a foreign ayuy relocating its own production abroad
or replacing domestic production by purchases frabroad. In the latter case, the
establishment does not experience a direct emplotyragect, because no production is
relocated from its own plant. In contrast to thatjndirect employment effects from
offshoring can be expected independently of whetlvan production or domestic supply is
substituted for foreign supply, because the offstgodecision is motivated by anticipated
expected cost savings. Hence, firms that offsha@ie gn average (price) competitiveness
relative to firms that do not offshore (see, fostance, Kohler, 2004, and Grossman and
Rossi-Hansberg, 2008). This competitive advantaged to increase the offshorers’ market
share at home and therefore their local sales, hwimcturn boosts demand for labor.
Similarly, offshoring firms expand their market shaabroad, exemplified by increasing
exports that again stimulate labor demand. We el this causality chain theroductivity

effectof offshoring by an establishment on its employmen

Overall, offshoring of an establishment does noty oaffect its own employment but
potentially also alters the employment of otheraelsshments in two ways. First, if an
establishment is a supplier to an offshoring eshbient who is substituted by a foreign one,
it will have an employment loss through fall in damd. Second, if a plant is a competitor
who loses competitiveness relative to firms th&ladre, there is an employment loss through
fall in market share (Becker and Muendler, 2008b).

19 Feenstra and Hanson (1996, 1999) distinguish leetvieo forms of international outsourcing. Whilee th
broad measure considers any imported intermediapaits, the narrow measure confines to imported
intermediate inputs from the same two-digit indystr

1 Biscourp and Kramarz (2007), Defevre and Toub@0@, Inui, Hijzen and Todo (2007) and Kramarz @00
use similar firm-level measures of offshoring.

2 To analyze employment effects of offshoring, werto need to differentiate between buying interraei
goods through arms-length trade or from an owntpddmmoad. For employment matters, where an economic
activity takes place, not who ownes it.

13 Instead, negative domestic employment effects trigdterialize among domestic suppliers. We will eom
back to this issue below.
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Figure 1 summarizes these arguments. Offshorincarofestablishment causes a direct
employment effect via downsizing if own productisrsubstituted for foreign supply, thereby
cutting employment in the offshoring plant at hof. Still, there may be a positive
employment effect of offshoring on an establishriseatvn employment if the productivity
gain from offshoring increases the establishmeotspetitiveness at home and/or abroad,
thereby inducing employment gains through firm dgtow(A). Instead, if offshoring
substitutes a domestic for a foreign supplier, wendt expect a direct employment effect in
an establishment that shores off, since there ischange of its production depth.
Nevertheless, these establishments a priori sases @malogously to a productivity g4in
from offshoring. But there will be an employmensscamong domestic suppliers, which are
in the control group of plants that do not offsh@¢@. Likewise, there will be a gain in
competitiveness, market share at home and/or atanddan employment gain through the
productivity effect. If there is a gain of domeatiarket share of offshoring plants, then there
must be a loss of market share of domestic conmpgtitvhich do not offshore, adversely
affecting their employment (D). It is exactly thengral equilibrium impact of offshoring on
employment of firms that daot offshore, which violates standard assumptions of

econometrics and requires an elaborate econonme¢ticodology.

To identify the two channels of employment effeots our plant data, we proceed in our

empirical analysis in four steps:

1) assessment of overall employment effect from offisigoon plants that undertake
offshoring relative to those which do not,

2) analysis of which type of offshoring - substitutifuam domestic supply or substitution
for own production — is dominant,

3) impact of offshoring on productivity proxies, and

4) identification of downsizing channel and produdinéhannel on employment.

4 An increase in productivity implies that more asttpan be produced for a given quantity of inpetdes. For
a given budget for input factors more value addadl lze generated. Similarly, declining costs fouinfactors
allow for buying more inputs for a given budgettertially boosting output.
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Figure 1: Framework of Analysis
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Table 1 explains the roadmap for the empirical ysia] which follows these four steps to
identify the two theoretical channels by which btigng of an establishment is affecting its
own employment. We have a representative sampkstaiblishments i at time t. In a first
step, we assess the overall effect of an increasdfshoring Offshoring), i.e. a qualitative
increase in the share of foreign intermediate gaodstal material cost on an establishment’s
employment changefEmploymen} relative to similar establishments that do ndstudre. In

a second step, we examine whether one of the tpestgf offshoring — substitution of own
production for foreign supply versus substitutidndomestic supply for foreign supply — is
prevalent.

Table 1: Steps of Empirical Analysis

First step: | dentification of employment effect
Offshoring = A Employment

Second step: Finding prevalent channel
Offshoring - A Intermediate_Inputs

Third step: Indirect evidence for productivity effect
Offshoring = A Productivity
Offshoring > A Sales
Offshoring > A Exports

Fourth step: ldentification of downsizing and productivity effect on
employment
Offshoring-cum-restructuring> A Employment
Offshoring-sine-Restructuring® A Employment
Foreign-supplier-switching> A Employment

Notes: Indices are plants i at time-t.is causality relationA is time difference operator;

For this purpose, we investigate the causal linkvbeen offshoring and its production depth
(dintermediate_Inputy measured as the sum of domestic and foreignriabbests relative

to total turnover. If an increase in the share afeign sourcing (offshoring) leads to a
decrease of production depth, then own producsoprédominantly substituted for foreign
supply. If there is, instead, no significant changeproduction depth going along with
offshoring, then substitution of domestic for fgmeisupply is dominant. In a third step, we
identify the productivity channel. We investigate teffect of offshoring on average labor
productivity ¢Productivity).'®> Beyond that, we expect that an increase of prodtct
improves the competitiveness of an offshoring fitegding to an increase of market share
both at home and abroad. Such a positive productahannel might be the underlying

!5 Unfortunately, the |AB-establishment panel doesreport the plant’s capital stock, which makes atigmpt
to measure total factor productivity prone to sesisneasurement errors. For this reason, we prefiercts on
the average labor productivity.



mechanism that explains the positive employmemtcedfof offshoring. Hence, we investigate
the causal effect of an increase in offshoring lo@ ¢hange in salesi$aleg and exports
(4Exports) of a plant to identify indirectly the productiyitthannel. In the last step, we
identify the downsizing and productivity effectsaffshoring on employment. To do this we
construct three different treatment variablest,fivee consider those cases of offshoring that
occur simultaneously with a partial closure of filent Offshoring-cum-restructuring™®*’
Second, we investigate those offshoring eventsdbatot coincide with a partial closure of
the plant Offshoring-sine-restructuringg Then, we exploit the difference between
Offshoring-sine-restructuringand Offshoring-cum-restructuringwhich allows us to isolate
the downsizing channel of offshoring on employm@jt Finally, we consider cases where
foreign input usage does not increase, but theiresisad a switch between EU suppliers and
non-EU suppliers Koreign-supplier-switchingg The latter measure shuts off additionally
negative employment effects on domestic suppli€js By comparing the average treatment
effects on the treated of these three measuresyilvée able to identify the productivity
channel and the downsizing channel through whidshofing affects employment at the

plant-level.

3) Empirical methodology

To identify the two channels through which the dem to offshore has an influence on the
employment of an offshoring plant, we employ a afifince-in-differences matching

technique. The basic idea of a matching estimatdo icompare outcomes of establishments
that offshore with those “twins” that did not oftsle, but whose pretreatment characteristics
would have made it equally likely to offshore, iiyiplg that treatment is “purely random”

among the “twins.” First, the probability that astablishment increases offshoring is
estimated. Then one compares the average chartpe wutcome variable before and after

treatment of the establishments that experiencatnent with those that do not receive

' Here, the implicit assumption is that any closafearts of plant that coincides with offshoringdee to
offshoring. While it appears reasonable that thegeevents are positively correlated, this needneatessarily
be the case. Hence, our employment effects offithis of offshoring will be conservative, i.e. iffehoring and
closure are not perfectly correlated in our datdtse(negative) employment effects are overestthat

7 Note that negative employment effects of offshgrin the presence of partial plant closure are aot
tautological relation, because there may still bererease of employment through the productivifect and
gain of market share, boosting occupations othan those of the closed division. For example, Statihes
Bundesamt (2008) reports a self-assessment of $@érman firms with more than 100 employees in
manufacturing and services without the financiataefrom the year 2007 that 188 600 jobs weremmuzd due
to plant relocation during the last decade whil& 500 new jobs were created in the home plant. Mae the
new jobs were mostly high-skilled while the destdyobs were mostly low-skilled. Finally, 84% of &itms
that relocated plants claim that they gained coitipetess, 77.4% claim that they saved labor costs.
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treatment but have (almost) the same probabilitgadhg so (average treatment effect on the
treated).

Matching estimation depends on three crucial astomgp the conditional mean
independence assumption, the overlap condition,thadassumption that observations are
independent draws from a random sample. The lasthggtion can be in conflict with general
equilibrium effects if in our case the choice ofsbbring of one particular establishment has
an impact on the outcome of some other establishthah does not pursue offshoriffgTo
avoid such a complication, impacts of treatmenth@ncontrol group are usually excluded by
assumptiort? We suggest, instead, a way to allow for a spdoiah of general equilibrium
effects without violating the assumption on theepeindence of observations. Suppose that
general equilibrium effects depend only on a vecdiaggregate measures; Buch as the
share of establishments that decide in periodautsource next period. This will be the case
whenever the general equilibrium effect is basegce-changes in a competitive market.
Any estimate of the average treatment effect ortrésted is then conditional on the realized

value of this aggregate measure during the datager

To formalize the underlying assumptions of such edifred difference-in-differences

estimator, we assume a general data generatingegwoon the outcome variabje of
establishment at time t :{O,]}, where 0 is the period before treatment (offshpiom its
subcategories) and 1 the period after treatmedtffam outcome variable will be employment,

sales, exports or intermediate input share of salesr empirical analysis:

Vi = 90t t+ 17 (%o, M) t+ g7 (M) thy + U thg
Yo' =900t T (% Mot QM (M) thyr + U th g (1)

where y; denotes the outcome with the treatment (offshdriagd the outcome;'" without

treatment. The functiong(x,,)t captures the growth trend dependent on observable

'8 This can be either due to market switching effébtsn Figure 1) or due to substitution effects @emestic
suppliers (C in Figure 1).

9 See Rosenbaum and Rubin (1983), calling this eiauthe stable unit treatment value assumptiod, an
Heckman, Lochner and Tabner (1998) for evaluatirghtias from applying matching estimators in thespnce
of general equilibrium effects by comparing estiesatvith a calibrated macro-model. Angelucci and>iergi
(2009) capture general equilibrium income effedtthe Mexican welfare program Progresa by randamiziy
village rather than by individual. However, thisnfoes the general equilibrium effect to a villaged
identification requires having data on many villegé the general equilibrium effect were confirteda country,
then one would need randomized micro-data on mauagtcies according to their method. A formal treatinof
the econometric theory is found in Ferracci, JdJiand van den Berg (2010). We discuss insteadcéise,
where a general equilibrium effect is not confitee subgroup of the sample.
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predetermined treatment selection characteristigsbut independent of the treatment,
fT(x,,M,) stands for the (possibly heterogeneous) causadtrgf the treatment choice on

the outcome dependent on characteristigé’ If treatment variable is offshoring, then we
expect under the null hypothesis that the causphanof offshoring on employment contains

both the negative downsizing effect (B in Figureahd positive productivity effect (A in
Figure 1), i.e.f " (x,,M,) = A-B. J; (M,) is the heterogeneous causal impact of treatment

unobservable to the econometrician but possiblywkndo the firm,y; are time-invariant
observable or unobservable characteristics théiente the outcomd);; are time-variant
unobservable characteristics that influence outcmmependent of treatment. Without loss of
generality, the unobservable random variables dm white noise errork; have an

unconditional expected value of zero.

Importantly, because of the alternative set of extions introduced above, we can allow
treatment having a (negative) impact on establistisnnat do not offshore in dependence of

the mass of firms that decided in period O to ajfehin period 1, M and of observable

characteristic$ "™ (x,,M, Jor unobservable characteristid8™ (M,). If treatment variable is

offshoring, then under the null hypothesis the iotgan non-offshoring plants will comprise
employment losses from reduction of market shareinDFigure 1) and loss of supplier

contracts (C in Figure 1), i.6.""(%,,M,) =-C-D.

The difference in outcome of firm i between chogsto offshore and choosing not to
offshore, conditional on the mass of firms oMthat offshore, is then
simply f T (x4, M) + 31 (M) - £V (x,,M,) —3YT(M,). This is not observable, because one
and the same establishmeanis either observed when undertaking offshoringmben not
undertaking offshoring, but not in both circumsesat the same time. For this reason, one
can estimate at best an expected average diffeianmetcomes over all establishments. In
addition, we need to condition on the size of gedized general equilibrium effect in the data
period by conditioning on the mass of firms thatualy decided to outsourcél,. We
confine our analysis to one causality measure, hathe average treatment effect on the
treated (ATT). This is defined as the average daei$ect of all observations that undergo

treatment:

% Heckman, Ishimura and Todd (1998) distinguish dnvariables from selection variables in their aat
generating process designed for cross-section Hataever, Angrist and Pischke (2009) argue thdedihce-
in-differences estimators are consistent even vetxefuding control variables.
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ElyiTl _ym D.=1 Mo] = ElfT()ﬁm Mo) +QI(M0) —f NT()ﬁm Mo) _C?TT(MOX D.=1 MOJ

—A-B+C+D, @

where the treatment group indicafdf is a binary variable, which takes the value of ane
period 1, if offshoring actually takes place in astablishment, i.e. foreign input usage
increases from period O to period 1, and zero otiser Moreover, the capital letters A, B, C
and D in the second line of equation (2) refern® theoretical channels laid out in Figure 1
above, through which offshoring affects employmianplants that offshore and those that do
not offshore. It comprises the employment gain ugtothe productivity channel (A), the
employment loss through downsizing (B), and theeasly employment effects on domestic
suppliers (C) and competitors (D). This averagesahaffect is thus a relative measure. For
example, a positive ATT on the outcome variable leytpent may mean that, on average,
there are more jobs created than destroyed inarifsip firms and there is no impact on firms
foregoing offshoring. But it may also mean thatréhes no positive employment effect on
offshoring firms, but instead a negative employmefifiiect on firms that have not offshored.
Or it may be any combination of these two extrem®es. This relative measure is sufficient
to identify theoretical channels through which treent offshoring effects outcome
employment (see below), it is generally not suéiitito assess the net aggregate employment

effect in the econom$

To actually identify the two employment channels affishoring firms, we modify the
treatment variables. Table 2 shows the expressibredative average treatment effects on the
treated (ATTs) for each of the treatment variabMghile Offshoring-cum-restructuring
contains still all four channelsQffshoring-sine-restructuringshuts off the downsizing
channel. Furthermore, it is important to bear imanihat the baseline contains all offshoring
events, which can be interpreted as a weightedageesf these two kinds of offshoring types,
with w and (1-w) being the respective weightoreign supplier switchingshuts off

additionally adverse effects on domestic suppfiérs.

%1 Since Angrist and Pischke (2009) show that an @gBession estimator is a matching estimator wi#tiic
weights, the same implication applies to regresaimalysis. We conjecture that it is a general prtyps micro-
data as such rather than a feature of a partiestmator that aggregate employment effects inldes@nnot be
derived. The study of Angelucci and de Giorgi (2008laxes the assumption of the absence of general
equilibrium effects in micro-data analysis by caitig them to subpopulations.

22 \We assume that firms switching foreign supplieesas likely to lose supply contracts to offshorfitgns as

are other firms that do not offshore.
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Table 2: Interpretation of relative ATTs

Treatment group Control group Theoretical ATT
Baseline
Offshoring non-Offshoring w(A-B+C+D) +

(1-w)(A+C+D)

Identifying Downsizing Channel

Offshoring-cum-Restructuring non-Offshoring A-B+C+D
Offshoring-sine-Restructuring non-Offshoring A+C+D
Offshoring-cum-Restructuring Offshoring-sine-Restuing -B

Identifying Productivity Channel

Foreign-supplier-switching non-Offshoring A+D

Note: A, B, C and D refer to Figure 1; w is the shaferestructurers among offshoretéie treatment-variable
Offshoringis defined as an increase in the share of impantedmediate inputs in overall intermediate inputs
either in the years 1999-2000 or 2001-2002 forrtageplant;Offshoring-cum-restructuring (Offshoring-sine-
restructuring)comprises those plants that offshoring and (dd mestructure their plant at the same time, i.e.
(no) parts of the plant are closed down, sold-of§gun-off; the variabl&oreign-supplier-switchingovers a
switch between EU suppliers and non-EU supplietereby the overall foreign input usage does notase;
the control groumon-Offshorings defined as those plants that do not offshorinduhe same time period.

The econometric problem addressed by the prograalu&ion literature consists of

constructing a  statistical counterpart to the ueokmble counterfactual

E[f " (Xo,M,) + 3\ (M,)D, =1 M, . There are several estimators available. Theyifér

in the assumptions they invoke to obtain an esgroéthe above term.

The difference-in-differences estimator is obtairfiemn a regression of the change in the

outcome variable on selection variabkgsand the treatment variats:
Ay, = B, + Bxo +B,D, + €, (3)

where y, =D, Oy +(1- 0 )0y is the observed outcome variable. The estimatsatrirent

effect on the treated is the coefficieft under the assumptions that i) there are no
heterogeneous treatment effects based on obsergiastacteristics, ii) the observable time
trend determinantg, are exogenous, (iii) observable time trend deteamis are linear in
functional form, (iv) there is a common averageetitnend in outcomes conditional on
observable characteristiag among treated and untreated observatiofihe latter implies
that there is no self-selection of treatment chaceording to unobservable time trend

determinants IE[Uil|Dil=lxio,M0]:O) and unobservable heterogeneous causal effects

(E|oT (M) - 33T (Mo) Dy, =1,%0,M,|=0).

23 See Abadie (2005) for a discussion of this assiempand how it relaxes the conditional independence
assumption in cross-section data.
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The difference-in-differences matching estimatdaxes the assumptions (i)-(iii) but requires
instead the overlap condition that the treatmestsiten of offshoring has probability strictly

smaller than 1 for each treated observation. Ttierlassumption is fulfilled in our case and
henceforth ignored. Under the assumption of diffeesin-differences mean independence

(see Heckman, Ichimura and Todd, 1997), i.e.
E[Aya [0 D = 0.Mo| = E[Ay, o, Dy =1.Mo| = E[Ay, x0, M| @
the ATT is by the law of iterated expectations éqoa

ATT = E[5/D, =1 M,],
where o = E[Ayil|xi0’ D, =1 Mo]_ E[Ayi1|)§o’ D, =0, Mo]

and expected values can be replaced by sample mean® some law of large numbers if
observations are drawn independently from a pojuand some mild regularity conditions

apply such as finite higher-order momentsy;,candx;o.

Conditioning onxjp is not practical because of the curse of dimensiynaHowever,
Rosenbaum and Rubin (1983) have shown that conditioon X can be replaced by
conditioning on the propensity score, i.e. the piolity that offshoring is chosen by an
establishmentP(D,, =1) = P(x,)= p **

Two problems remain to obtain consistent estimafethe ATT. First, the propensity score
needs to be estimated. We employ a logit-speddicat Second, for each treatment
observation the expected value of the change icoout conditional on the same probability
of offshoring among the establishments withouttafing needs to be found. However, since
the propensity score is a continuous variable, icemtical propensity scores are generally
zero-probability events in a random sample. Hemace gstimate of the expectation of the
change in outcome without treatment conditionaboralue of the propensity has to include
control group observations with similar rather tha@antical propensity scores, giving rise to
potential bias (Rosenbaum and Rubin, 1983).

Various propensity score matching estimators bHgichffer in their way of measuring

similarity of the propensity scores, the set ofghéiors included in the matched control group

4 Heckman, Ichimura and Todd (1998) compare theieffcy of conditioning kernel matching estimators o
p(xo) rather than on, and do not find any one of them dominating, butjecture that the small sample
efficiency of conditioning on the propensity scageuperior.
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and the weights each of them obtains, respectively. general, such a difference-in-
differences matching estimator of the ATT can bemfalized according to Heckman,
Ichimura and Todd (1997) in the following way:
JZZDM{Ayil_Z{(l_ Djl)g(p' Q)AYl}:| (5)
i j
The non-parametric functiog(.) determines in which way the observations of thetrcbn

group will be weighted and, thereby, provides tberterfactual.
Our favorite estimator is a kernel matching aldworitgiven by®

~ k((p,-n)/h
g(n,R)-jD;(i)iE(pj?n)/)h) )

with the Epanechnikov Kernel functioiK(.), the set of control group observations

A(i) :{ | Hpi - P ‘ < h} and the bandwidth parameter h. This estimatoudes a rather large

number of control group observations in the cakmeof the ATT, but matched control
group members with propensity scores which are naistant to a treatment observation
receive a smaller weight. Heckman, Ichimura anddr¢ib98) have shown that the kernel
density matching estimator of the ATT is consisteith an asymptotic normal distribution
under some regularity conditions in addition to thatching assumptions even in the case
when the propensity score is estimated.

The choice of the bandwidth typically involves a trade-off. On the one handehtively
large bandwidth implies that some of the establestis that take part of the control group
might be quite different in characteristigg from the treated establishments, leading to a
biased estimator (Rosenbaum and Rubin, 1983). ©rotiier hand, variance of the ATT is
expected to increase with a low bandwidth. An optitrade-off between bias and efficiency
can be found, using, for example, the cross-vabdamethod (e.g. Cameron and Trivedi,
2005), which is computation intensive. For our @msgs, it is sufficient to insure the
robustness of the empirical results to differemdweidths®>’ We will present the results for

bandwidth of 0.01, but our results are also robusther choice&®

% For a survey on alternative matching algorithres, for instance Caliendo and Kopeinig (2008).

% See, e.g. Heckman, Ichimura and Todd (1997).

" See, e.g., Heckman, Ichimura, Smith and Todd (L89&uch a heuristic approach.

8 Results for the alternative bandwidths of 0.05 @ri)1 are very similar and available from the atghupon
request.
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As a robustness check, we use also a k-nearesthwighatching estimator, where only the
observations with the propensity score closestatthdreatment observation are included in
the matched control group such that:
g(|q, pj):{i) if ] =argmidpi —pj‘
else 7)
We choosek to be two. While such an estimator is inefficiahfias the smallest conditional

bias from deviations of selection characteristigsin treatment and matched control group
(Dehejiha and Wahba, 2002).

Next, we discuss, how to gauge the statisticalifsoigamce of the treatment effect on the
treated. A straightforward method common in theréture is to apply the bootstrap to
calculate standard errors (see, e.g., Lechner,,200Black and Smith, 2004). However,
Abadie and Imbens (2008) formally show that statdarors obtained from bootstrapping
with replacement are not valid in the case of reaneighbor matching. Intuitively, the
bootstrapped sample fails to replicate the distidouof the number of times a control group
observation belongs to the group of nearest neighbb any treatment group observation,
because drawing with replacement implies that sobservations from the data sample must
end up several times in the bootstrapping samplwthers do not at all. But then a control
observation is nearest neighbor to each of the tichn treatment observations,
disproportionately increasing the number of timesne control observations are nearest
neighbors. Instead, Abadie and Imbens (2006) deameanalytical expression for the
estimated asymptotic standard error for nearesghber estimators. In case of kernel
matching estimators, Abadie and Imbens (2008) ctwmje that bootstrapping yields valid
inference. Hence, our standard errors for kernetchimag estimators will be based on
bootstrapping with 500 replications applying theA3A-modul PSMATCH2 from Leuven
und Sianesi (2003), and our standard errors foreseaneighbor matching estimators are
analytically derived in Abadie and Imbens (2006¥ axalculated using the STATA-modul
NNMATCH from Abadie et al. (2004).

4) Data set

Our main data source constitutes the IAB EstableitmPanel from the Institute for
Employment Research (IABY. This panel started in 1993 and included roughly006

29 See Heckman, Ichimura and Todd (1997).
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establishments nationwide in 2005 (see for instafaelling, 2000; Bellmann, 1997). The
IAB panel is drawn from a stratified sample of #sablishments included in the employment
statistics register, with the selection probatasitdepending on the variation of the number of
employees in the respective stratum. The stratudefined over 16 industries, 10 categories
of establishment size, and 16 German states (Landege establishments are oversampled,
but the sampling within each cell is random. Sundata is collected by professional
interviewers of Infratest Sozialforschung on acdaeinthe German Institute of Employment
Research. Participation of firms is voluntary blog tresponse rate of more than 80% for
repeatedly interviewed establishments is high. €aumple covers the period 1998 to 2004 and
is centered around the three business years 1988, &nd 2002, where the establishments
were asked about their use of imported intermedigteds in their productioff. More
precisely, we exploit information on, whether es&iments have predominantly, partly or
not at all received intermediate inputs, i.e. al materials and supplies purchased from other
businesses or institutions from abroadur dataset includes manufacturing and non-
manufacturing establishments, but we will provid®elaustness check below that restrains the
sample to the manufacturing sectors. Table Al & Appendix provides some summary

statistics.

4.1) Outcome Variables

Several outcome variableg are considered, wherg represents net employment, sales,
exports, average labor productivity, and intermediaput share in sales. Let,. be the

outcome variable at tim¢+s, s>0, following the offshoring event for those firmsath
offshored. We will consider different time horizongith t=1 being equivalent to the first
year, in which the offshoring activity has been pteted. For instance, if an establishment
reports a higher share of imported intermediateitsin the year 2000 as compared to 1998,
the offshoring event must have taken place duiieg1i998-1999 period and we measure the
outcome variable at the end of 1999 (t=1). Sincanges triggered by the offshoring event
might not materialize immediately, estimations o2 and t=3 will be reported as well. We
will analyze the following five outcome variables:

* EmploymentLogarithm of total employment at plant-level.

% The IAB-Establishment Panel data is confidentiatl bot exclusive. They are available for non-conuizgr
research by visiting the Research Data Centre (FiiZhe Federal Employment Agency at the Institote
Employment Research in Nuremberg, Germany. Fonduarinformation, we refer to http://fdz.iab.de/en.

31 For simplification we refer here to the busineearg the data is covering. These questions weexldakhe
survey years 1999, 2001 and 2003.
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» Sales:Logarithm of total turnover at plant-level.

* Exports:Ratio of total exports over total turnover at peavel.

* Productivity: Logarithm of total turnover over total employmaniplant-level.

« Intermediate inputsRatio of (domestic and foreign) intermediate it$pover total
turnover at the plant-level.

4.2) Treatment variables

Our principal treatment variabl®ffshoringis defined as an establishment’s increase in its
share of imported intermediate inputs in overateimediate inputs. Our binary variable
Offshoring takes the value of one, if the establishment egpeed an increase in imported
intermediate goods (materials and services), and méherwise. Our data allows us to
measure qualitatively such an increase as an edtat@nt’'s increase in its share of
intermediate goods from abroad from ,not at all* gpartly* or from ,partly* to
,predominantly* from the business years 1998 to®&ad 2000 to 2002, respectivéfyAs
discussed in Section 2) our offshoring definiti@enclosest in the spirit to the definition of
international outsourcing a la Feenstra and Hari$686, 1999), but our measure is a plant

measure.

To isolate the various channels through which affsty affects employment, we separate the
offshoring variable into cases which coincide wpidrtial restructuring, i.e. plants that have
had a major restructuring by shutting down, selofigor spinning-off parts of the plant
(Offshoring-cum-restructuring and cases which do not coincide with restructurin
(Offshoring-sine-restructuring Finally, we also consider a treatment variableere there is
no offshoring, but a switching from EU to non-EUdimn input suppliers, and vice versa
(Foreign-supplier-switching measured as a (qualitative) increase in theesbérforeign
intermediate inputs in European countries or Nomgean countries for a certain plant,
whereby at the same time the foreign intermediapeiti share in the other region decreases.
The qualitative categories are again ,not at alpartly”, and ,predominantly“. Non-
treatment is defined as those plants that do ndtlsvtheir vertical integration during the

same time periodt>*

32 We pool the two time periods for which we are afoledefine offshoring in order to profit from efiéncy
gains. Pooling tests confirm that this empiricabt&gy is valid. Furthermore, an increase from tlgaro

“predominantly” as compared to an increase front ‘@oall” to “partly” does not yield significantlgifferent
effects on the outcome variables. Hence, the iesefttorted below will be based on the pooled sample

33 A particular case occurs if a complete plant ahalti-plant company is closed and substituted fmeign
intermediate inputs. We still measure offshoringrectly, since the other plants of the company wilrease
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4.3) Selection variables

The variables included in the propensity score rhddeexplain the probability of the
offshoring event have to fulfill two requiremenisinfluence both the participation decision
and the outcome variable and ii) be unaffectedfitsethe treatment or its anticipation. For
this reason, only time invariant or lagged varialdee considered. The choice of our selection
variables is motivated by the existing empiricad @heoretical literature on offshoring. In
particular, we use plant size, the average wage, stare of high skilled workers and
indicators for the technology level and foreign-anship. Log employment is our proxy for
the size of the plant. The average wage capturegmaortant fixed cost of the plant.
Obviously, wages might also reflect differing slabmpositions at an establishment, with
higher average wages indicating a higher share etfelb educated employees. But we
explicitly control also for the share of high-skil workers in the selection equation.
According to Marin (2004), the intra-firm importsofn Eastern Europe to German firms
depend inter alia positively on the size of theeparfirm and its R&D intensity. Yeaple
(2005) shows that firms pursuing internationahatés tend to pay higher wages, have more
skilled workers and employ more advanced technetogDur technology variable allows
investigating, whether those firms that exhibitupexior technology within an industry tend
to incur more offshoring or not. Finally, we incorpte a foreign ownership dummy, since we
expect this variable to be positively correlatedhwnultinationals. For instance, Helpman,
Melitz and Yeaple (2004) present evidence in faxfaa higher productivity of multinationals
relative to non-multinational exportets.

Hence, we include all time varying variables witlag of one year:

» Employment.,: Logarithm of total employment at plant i in timé.t

their foreign input share and reduce their domeastie. We do not capture though the employmentftoss the
closed plant — just as we will not be able to trachployment losses in German supply industry if dstic
supply contracts are replaced by foreign interntediaputs (channel C in Figure 1). However, thing the
purpose of this paper, since we are interesteddntifying the employment effects on plants thatéase their
share in foreign intermediate inputs (offshorirfe)r this purpose, it is important that the emplogitdess from
the closed plant does not appear in the contralgravhich is not the case in our data.

% Our results are not sensitive to the exclusioplahts from the control group that exhibit a pesitibut not
increasing share of foreign intermediate inputs wupast offshoring. Our results are conservativéhe sense
that reported differences between the treatmentpgand the control group tend to be higher, if fodf$ng
exhibits an effect beyond the first two years. Ehessults are very similar and available on request

% For instance, Grossman and Helpman (2004), ArtrasHelpman (2004) and Helpman, Melitz and Yeaple
(2004) document a sorting of firms in different témational) organizational forms, depending onirthe
productivity. We have also experimented with averpgoductivity and the level of exports, but theaeables
do not enter significantly due to their high coaten with our size measure. Furthermore, in theitspf
Heckman and Hotz (1989) and Imbens and Wooldri@ge¥) we have also tested, whether the lagged mgtco
variables have some explanatory power, but nonéherh turn out significantly in any specificationdathe
predictive power does not increase. Hence, we ptefeontinue with the more parsimonious specifarat
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* Wage_empl;: Logarithm of total wage per employee at planttimme t-1.
* Technology.1: Dummy variable taking the value of one if the planses state-of-the-
art-technology or above-average technology in coispa to peer-group in time t-1.
« High_skilled;.1: Share of high-skilled employe8ss percentage of total employees at
plantiin time t-1.
* Foreign: Dummy variable taking the value of one if a foremwner holds majority of
plant i.
* Time:Dummy variable taking the value of one for thery2@02 and zero otherwise.
Finally, we control for industry-specifidbg) and regional-specific effect®g). The error
termo is assumed to be independent of the explanatorgblas and is assumed to follow a

logistic distribution.

The following Figure 2 summarizes the timing in data.

Figure 2: Timing in Data

2000 2001 2002 2003 2004
Selection| | AOutcome variables) |
variables

(t1) | | AOutcomevariables(t) |

Note: Figure 2 displays the timing of the empiricitategy for the difference-in-differences matchin
approach. The treatment varialidfshoringis defined as an increase in the share of impdrietmediate
inputs in overall intermediate inputs in the busegears 2000-2001 at the plant-level. The undeglyi
questions for the construction of our offshoringrialale are part of the survey year 2001 and 2003.
Analogously, we are also able to measure the offspaevent for the business years 1999-2000. Adketi
invariant selection variabledor the propensity score estimates are lagged ry meriod (t-1). The five
Aoutcome variables are defined#smploymentlogarithm of total employmentiintermediate_inputgratio

of total intermediate inputs over total turnovet¥ales(logarithm of total turnover)lexports(ratio of total
exports over total turnover) antproductivity (logarithm of total turnover over total employmgnwhereby
we computeAoutcome by subtracting the level of the outcoméatde in the year 2000 from its level in the

year 2002 (t), 2003 (t+1) and 2004 (t+2), respetyiv

% The IAB establishment panel defines “high-skildployees” as employees for “qualified” jobs theduire a

university degree or higher education.
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5) Auxiliary estimates and tests

Propensity Score

Column (1) of Table 3 reports our preferred logieafication. We find that the decision to

offshore is positively and highly significantly eelated with the size of the plant and its

average wage costs. Foreign-owned plants that iexalatively high level of technology and

employ more high-skilled workers are more inclirtedoffshore. In column (2) we follow

Dehejia (2005) and add a quadratic size term tobaseline specification as a robustness

check. Furthermore, we propose a different treatnvaniable in column (3). While our

control group remains the same, we now regard @t @la treated if it incurs offshoring as

defined above and at the same time goes througlard pestructuring. Restructuring is

measured as a discrete organizational change, whet®of the plant are shut-down, sold-off

or spun-off.

Table 3: Logit Estimates of Propensity Score

Offshoring Offshoring Offshoring cum
(preferred (modified restructuring
model) Model)
Log total employment (t-1) 0.1303*** 0.3966*** 0.4572***
(5.72) (4.92) (7.19)
Log total employment”2 (t-1) -0.0327***
(3.44)
Log wage per employee (t-1) 0.2275%** 0.1636** 0.6957***
(3.11) (2.15) (2.59)
Technology (t-1) 0.2194*** 0.2208*** -0.5223***
(3.08) (3.10) (2.60)
High-skilled (t-1) 0.3564*** 0.4563*** 1.0755**
(2.75) (3.42) (2.54)
Foreign ownership 0.4166*** 0.4360*** 0.1826
(3.49) (3.65) (0.62)
Time dummy -0.0486 -0.0497 -0.2289
(0.57) (0.58) (0.80)
Industry dummies yes yes yes
Regional dummies yes yes yes
Control group no offshoring no offshoring no offshoring
Pseudo R-squared 0.06 0.06 0.16
Observations 8466 8466 7315

Notes: z-values in parenthesis; definition of vialés included in the matchingotal employmenttog of
number of employees per platwage per employedog of average wage per employéeechnology:
Dummy=1 if plant has above average or state-ofattetechnology,High-skilled: share of high-skilled
workers of total employmengoreign ownershipDummy=1 if a foreign owner holds the majority bt
plant; industry and regional dummies are employatdnot reported; *** denotes 99% significance level
95% significance level, * 90% significance levéiettreatment-variabl®ffshoringis defined as an increase
in the share of imported intermediate inputs inralténtermediate inputs either in the years 1999 or
2001-2002 for a certain plant; non-treatment isrdgf as those plants that do not increase theticaer
integration during the same time periodffshoring-cum-restructuringmposes the following additional
restriction on the offshoring definition above: thlant is restructured during the offshoring evémt, parts
of the plant are closed down, sold-off or spun-off.
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Interestingly,Offshoring-cum-restructurings more likely to occur, if the plant is not aeth
technology frontier of its industry. Furthermorerdign ownership does not have any

significant explanatory power any longér.

Balancing Tests

In the population the selection variables are bmddnbetween the treatment and matched-
control group conditional on the true propensitgrec(Rosenbaum and Rubin, 1983). This
property of matching ensures that differences itcame do not rely on differences in
characteristics between treatment and matched atagitoup other than treatment itself. A
lack of balancing in the sample may be due to apeisification of the estimated propensity
score or due to a mismatch of propensity scorestredtment and matched control
observations or due to an unfortunate draw of #mple (Rosenbaum and Rubin, 1985). We
employ a number of different balancing tests to lwke systematic differences in
characteristics. First, we calculate the standedlizlifference between treatment and
matched-control group of all selection variablesadime (see, e.g., Rosenbaum and Rubin,
1985; Smith and Todd, 2005b; Caliendo and Kopei2@f)8). There is no significance level
on this statistic but Rosenbaum and Rubin (198B6%icer the standardized difference large if
it exceeds 20 percent. Second, we perform a mdterafice t-test with standard deviations
differing in treatment and matched-control grouird, we follow Smith and Todd (2005b)
who propose a regression-based test. For eachtisela@riable x that is used in the

propensity score, the following regression is eated
k 4 k
X =+ > B P(%) + 2 Ve Da P(%) +5
k=1

for the years t=1998 and 2000. Smith and Todd (Bp@bgue that a joint significance test

over they-coefficients would indicate that the balancing aition is not satisfied. Hence, we

expect an insignificant Wald-test. Table A2 sholsse three balancing tests. We do not find
any indication for a violation of the conditionaldependence assumption with respect to the
first balancing test. The standardized differenegvieen treatment and matched-control group
of all selection variables is displayed in colund) (percent bias). Each selection variable
exhibits a percent bias well below 20 percent, viita highest standardized bias being 4
percent. The second balancing test yields simdsults. There is not a single case, where the

mean-difference test between the treatment-groug @@ matched control-group is

3" The results for the treatment-varialéshoring-sine-restructuringre identical in sign and significance to the
results forOffshoringdisplayed above. For the sake of brevity theynatereported, but available upon request.
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significant at conventional levels. Finally, thegmession-based test does not indicate
imbalancing of selection variables either.

Fourth, we perform the Hotelling test on quintitkat tests balancing within each quintile
over all variables jointly. Tables A3 and A4 disptae results for the Hotelling test as well as
the distribution over the five quintiles considereshowing once more no significant
imbalance. Furthermore, Dehejia (2005) suggestskomng the sensitivity of the matching
estimates to minor changes in the propensity scooeel. We added the squared total
employment number to our baseline specificatiomeuit any qualitative change in either the
balancing tests or the matching restiftddence, our estimated propensity scores secure
balancing of selection variables in treatment amatrol group not only in the population but

also in the sample and we can condition the AT Thenestimated propensity score.

Finally, we follow Imbens (2004) and Smith and To(005a), who suggests a way to
indirectly test for the conditional independencsuasption using a test of Heckman and Hotz
(1989). We estimate the average treatment effeth@treated for an outcome variable before
treatment takes place. If this effect is zeroertders the conditional independence assumption
more plausible. Contrary to that, if it is not zetiois test indicates that there are systematic
differences in outcomes between treatment and redtcbntrol group even before treatment,
suggesting that the ATT is not caused by treatraéorie. For instance, one could imagine
that more dynamic or expanding firms tend to selést into offshoring and, thereby, further
increase their superb performance relative to eer group. If this were the case, we would
expect a significant average treatment effect. reatment effect of the lagged outcome
variable serves as a good candidate for such aRestour purpose, we will employ the
standard matching set-up on the lagged outcomeahias employment, productivity, sales
and exports. Table A5 shows no evidence of a saamfly different distribution of any of the
four lagged outcome variables, corroborating theddenal independence assumption.

6) Results on offshoring

Next, we present our empirical results, followihg four steps of the identifications strategy

as outlined in Table 1.

% Results are available from the authors upon reéques
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Step 1: Overall employment effect

We start in Table 4 with the results of differencadifferences OLS and kernel matching
estimators with bandwidth 0.01 for the outcome alale net employment. The matching
estimators are based on the propensity score fpamifecation (1) in Table 3. Standard errors
from bootstrapping with 500 repetitions are dispthyn parentheses. We findoasitiveand
robust treatment effect on net employment at tlantgdevel. All point estimates have a
positive coefficient and are similar in size acressimated models. The average treatment
effect is in the range of 2.1 to 4.4 percent. Theselts indicate that an increase in offshoring
has a discernible positive impact on net employrfrrthose establishments that offshdte.

Table 4: Impact of Offshoring on Log Employment (Kenel Matching)

Time OoLS ATT Preferred Model ATT Modified Model
1) (2) 3)

t 0.0195* 0.0214** 0.0200**
(0.0109) (0.0103) (0.0102)

t+1 0.0419*** 0.0418*** 0.0401***
(0.0143) (0.0130) (0.0129)

t+2 0.0602*** 0.0439*** 0.0453***
(0.0161) (0.0150) (0.0151)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variableffshoringis defined as an increase the share of importetnmrediate inputs in overall
intermediate inputs either in the years 1999-2002001-2002 for a certain plant; non-treatmenteafiretd as
those plants that do not increase their vertidalgration during the same time period.

The positive result on net employment suggests thegative direct effects through
downsizing are overcompensated by the employmewtgrthrough productivity gains. In
particular, this will be the case when the domingte of offshoring is substitution of

domestic for foreign suppliers. This will be invgsted in the next step.

Step 2: Identification of the substitution process
We now test whether offshoring operates predomipdmg replacing own production by
substituting domestic suppliers. The outcome végiamder consideration is intermediate

inputs as a share of total turnover. If offshoringplaces own production, then the

%9 This result can be indirectly related to a simitesult of Becker and Muendler (2008a). They finattGerman
firms that expand employment abroad also expandoyment at home. If the expansion of employmenbadr
is correlated with the expansion of vertical FDdahemployment effects from vertical FDI and inmtational

outsourcing are similar, then the treatment oftaifing should give average treatment effects onotiteome
employment comparable to the ones with the treatwemable employment expansion abroad. In a simvidn,

Buch and Lipponer (2007) find no evidence for higbkasticity for labor demand (in the home counttyp to
an increase in multinational firms’ activities. Gaguently, multinational activity does not incregeé

insecurity. In contrast to that Geishecker (200&)< that greater openness increases job inseamityBiscourp
and Kramarz (2007) find a strong correlation betwagreasing imports and net job losses in Frameng

large firms. Kramarz (2008) argues that employnlesges occur among offshoring firms that face gtrvade
union bargaining power in France during the intidahn of the Single Market Program of the EU.
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intermediate input share will be expected to rssece production steps of the home plant are
replaced by intermediate goods from abroad. Orother hand, if offshoring leaves the level
of intermediate inputs unchanged, this means tbatedtic suppliers have been substituted
for foreign suppliers. Table 5 shows an insignificaverage treatment effect on the overall
share of intermediate inputs used in German pramluchis means that those plants that
incur offshoring do not significantly alter theirverall intermediate inputs relative to
comparable plant without offshoring. Hence our tesggests that the dominant type of
offshoring in Germany appears to be the substitutd domestic by foreign intermediate
sourcing. This is consistent with an overall pesitemployment effect of offshoring at the
plant-level. If domestic suppliers are replacedfdneign ones, we do not expect a strong
direct employment loss in an establishment from mgaing. Rather employment might
rather profit from increased competitiveness, pobidity and sales of the plant. We will test
this channel in the next step.

Table 5: Impact of Offshoring on Share of Intermedate Goods in Total Turnover
(Kernel Matching)

Time OLS ATT Preferred Model ATT Modified Model
1) (2) )

t 1.2183* 0.3117 0.3708
(0.6886) (0.6199) (0.6261)

t+1 0.8595 -0.5948 -0.4279
(0.8068) (0.7137) (0.7223)

t+2 0.2168 -0.6902 -0.5486
(0.8556) (0.7776) (0.7915)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppstg
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significantevel; the
treatment-variableffshoringis defined as an increase in the share of impdritegmediate inputs in overall
intermediate inputs either in the years 1999-2002001-2002 for a certain plant; non-treatmentafiretd as
those plants that do not increase their vertidalgration during the same time period.

Step 3: Identification of productivity channel

Our identification strategy for the productivityaisimel rests on first investigating the outcome
variable average productivity as a rough proxytéaal factor productivity. Then, we turn to
further outcome variables namely sales and expurthe plant. Table 6 shows results of
offshoring on average labor productivity. We fing@sitive and highly significant short-term
productivity gain of 3.6 percentage points. Thenpapefficients suggest a slightly declining
productivity difference between offshorers and dishorers over time and for t=3 the effect
even becomes insignificant. This productivity effecsizable and in line with the results of,
for instance, Kohler (2004) or Grossman and Rossidderg (2008). However, it has to be
noted that our proxy for productivity as measurgdthe average productivity, i.e. the

logarithm of total sales over total employmentias ideal.
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Table 6: Impact of Offshoring on Productivity (Kernel Matching)

Time OoLSs ATT Preferred Model ATT Modified Model
1) (2) 3)

t 0.0446*** 0.0362*** 0.0366***
(0.0141) (0.0136) (0.0137)

t+1 0.0466*** 0.0298* 0.0308*
(0.0161) (0.0168) (0.0170)

t+2 0.0475** 0.0256 0.0254
(0.0189) (0.0191) (0.0188)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variableffshoringis defined as an increase in the share of impdriegmediate inputs in overall
intermediate inputs either in the years 1999-2002001-2002 for a certain plant; non-treatmenteafiretd as
those plants that do not increase their vertidalgration during the same time period.

Other studies support our results, however. Fomgik@, Hijzen, Inui and Todo (2007) find a
positive, even though not necessarily causal, etieoffshoring on total factor productivity
for a Japanese sample. Moreover, Barba NavarawdtiCastellani (2004) find that Italian
multinationals experience a positive effect of FDI productivity. Finally, Gorg, Hanley and
Strobl (2007) present evidence from an Irish mactufang panel that positive effects from

international outsourcing are confined to serviogsits for exporters’

Having established a positive impact of offshorimgp an establishment’s average
productivity, we further ask whether this does @ase domestic and foreign market share and
therefore its sales and exports. The empirical ltedor the outcome variable sales are
presented in Table 7.

Table 7: Impact of Offshoring on Log Sales (KerneMatching)

Time OLS ATT Preferred Model ATT Modified Model
1) (2) 3)

t 0.0446*** 0.0502*** 0.0495***
(0.0141) (0.0144) (0.0144)

t+1 0.0449*** 0.0583*** 0.0611***
(0.0163) (0.0175) (0.0175)

t+2 0.0529*** 0.0743*** 0.0769***
(0.0193) (0.0199) (0.0196)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppstg
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significantevel; the
treatment-variableffshoringis defined as an increase in the share of impdriegmediate inputs in overall
intermediate inputs between in the years 1999-2008001-2002 for a certain plant; non-treatmerddéned
as those plants that do not increase their veiititegration during the same time period.

We find a very robust positive average treatmefacefin the range of 5 to 7.4 percent at the

99-percent confidence level. Thus, establishmehtt increase their share of foreign

40 Olsen (2006) provides a survey on the productieffgcts of offshoring.
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intermediate inputs exhibit higher turnover thamparable establishments that abstain from
it. Assuming that growth in turnover is positivedgrrelated with growth in profits, we can
expect that treated establishments gain competis® at home and abroad alike. Companies
with strong cash-flows have a greater flexibilityfinancing new investments. Consequently,
they are more capable of staying near the techreabfyontier in their respective industry.
Furthermore, stronger turnovers stemming from iased offshoring will likely be associated
with stronger international competitiveness, whadlows such companies to sustain or even
increase their international market share. At thmes time, restrictions on offshoring that
hinder plants to profit from their optimal inputxnbetween domestic and foreign input
factors are expected to have a detrimental effectompetitivenes$:

The productivity effect is reconfirmed when lookimg the average treatment effects on
exports in Table 8, indicating that treated plantsease their export share due to offshoring

(at least at the 95 percent confidence level).

Table 8: Impact of Offshoring on Exports (Kernel Matching)

Time OLS ATT Preferred Model ATT Modified Model
1) (2) 3)

t 1.2985*** 0.9359*** 0.9175**
(0.3832) (0.3570) (0.3575)

t+1 1.7530*** 1.1623*** 1.2177***
(0.4799) (0.4384) (0.4561)

t+2 2.6114*** 1.3176* 1.4682***
(0.5888) (0.5578) (0.5653)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppstg
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variabl®ffshoringis defined as an increase in the share of imparteamediate inputs in overall
intermediate inputs either in the years 1999-2002001-2002 for a certain plant; non-treatmentafiretd as
those plants that do not increase their vertidalgration during the same time period.

Hence, these plants tend to become more open oexiarting and importing side. This
finding complements the results of a recent suragicle by Bernard et al. (2007) in an
interesting way. The authors show for a new U.&as# from 1992 to 2000 that trade is very
rare and highly concentrated and that importinmdirexhibit many of the same features as
exporting firms. Furthermore, Bernard et al. (208Xplain the positive correlation between
export and import volume by the international fragration of production, i.e. offshoring.
Beyond that our results indicate a causal effech@ieased imports of intermediate inputs on
exports. Considering that the average share ofrexpmtotal turnover in our sample is about

“1 Once more our results are for instance in linghwiite output-enhancing results of vertical FDI Ffadian
multinationals (Barba Navaretti and Castellani, 200
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6.6, the average treatment effects in the rang@.®fto 1.3 appear economically relevant.
These findings on sales and exports provide intdageclence that the productivity channel is
at work and that firms that increased their shdrémported intermediate goods perform

significantly better.

To sum up our results so far: we find an incredssngployment in offshoring plants resulting
from a substitution of domestic for foreign supmieand an increase in average labour
productivity, sales and exports. Hence, our resultgyest that on average productivity effects
of offshoring plants have dominated downsizing.xtNee seek to isolate the downsizing and
productivity channel.

Step 4: Identification of productivity and downsizing effects

To extract the direct employment effects via dowmgj and cost savings, we redefine the
treatment variable in three different ways and whey control group. First, we consider only
offshoring plants, where there is no restructuriegorted at the same tim@fshoring-sine-
restructuring. We expect a larger positive effect on employmiran for all offshoring
plants, once we shut off this downsizing channetofmparison between column (1) in Table
9, which replicates our baseline results from Tableand column (2) in Table 9 indeed
confirms this prior. The average treatment effect the treated of offshoring-sine-
restructuring is very strongly positive. This idiest indirect indication of the downsizing
channel. Second, we define our treatment groupO#shoring-cum-restructuring We
implicitly assume thus that restructuring is dueoféshoring whenever offshoring occurs
simultaneously to restructuring. Column (3) repatt®ngly negative employment effects for
such, rather rare cases of offshoring (9.6 percéni) it is important to realize that still all
channels are possibly at work. By employing in taseOffshoring-sine-restructurings our
control group, we are able to isolate the downsgizffect in column (4) even in the presence
of general equilibrium feedback effects of offshgrion equilibrium prices and the
employment of firms that do not offshoYeOur results show a negative and very pronounced
downsizing effect on employment. This is the firsain new insight from our new

methodology.

2 To see this consider Table 2 and note that theageetreatment effect on the treatedoéfshoring-cum-
restructuring consists of the four effects A-B+C+D accordingemuation (2), while the treatment effect of
offshoring-sine-restructuringontains all previous terms except the downsigffgct B. Hence, the difference
of the two treatment effects isolates -B. In paittic, the general equilibrium effects C and D cance
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Table 9: Identification of the Different Channels d Offshoring on Log Employment
(Kernel Matching)
Time Baseline Downsizing Downsizing Downsizing | Productivity
Channel Channel Channel Channel
() 2) 3) 4) 5)
t 0.0214** 0.0329*** -0.0871* -0.1415** 0.0603**
(0.0103) (0.0100) (0.0494) (0.0529) (0.0299)
t+1 0.0418*** 0.0658*** -0.1873*** -0.2882*** 0.1034***
(0.0130) (0.0124) (0.0629) (0.0651) (0.0360)
t+2 0.0439*** 0.0658*** -0.1691** -0.2811*** 0.1463***
(0.0150) (0.0150) (0.0704) (0.0795) (0.0381)
Joeoretical ey | A+CHD A-B+C+D B A+D
Treatment Offshoring Offshoring- | Offshoring- Offshoring- Foreign-
Group sine- cum- cum- supplier
Restructuring| Restructuring | Restructuring| switching
No. treatment 1265 1143 122 122 144
Control non- non- non- Offshoring- non-
Group Offshoring Offshoring Offshoring sine- Offshoring
Restructuring
No. control 7201 7201 7201 1143 7201
No. total 8466 8344 7323 1265 7345
Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significanéevel; the
number of observations refer to time t; the obd@yma that have to be dropped due to a lack of comm
support never exceeds ten observations; the trettvaeiableOffshoringis defined as a (qualitative) increase
of a plant’s share of foreign intermediate input$dtal inputs either in the years 1999-2000 or122002 for a
certain plant; Offshoring- cum-Restructuring (Offshoring-sine-Resturing) comprises those plants that
offshoring and (do not) restructure their planthet same time, i.e. (no) parts of the plant arsedadown, sold
off or spun-off; the variablé-oreign-supplier-switchingcovers a switch between EU suppliers and nontEU
suppliers, whereby the overall foreign input usages not increase; the control grompn-Offshoringis
defined as those plants that do not offshore dutiegsame time period.

In a further step, we seek to identify the posifpreductivity effect. While such a positive
effect is already incorporated in the average imeat effect from offshoring-sine-
restructuring(column 2 in Table 9), this positive average treatt effect may still be caused
by an employment loss of domestic intermediate gosubpliers (C) or loss in domestic
competitors’ market share (D) rather than a pasipvoductivity effect on offshoring firms
(A). To further isolate even the productivity eff@t offshoring on employment, we apply yet
another treatment variable. The third treatmentabée isforeign-supplier-switchingColumn

(5) of Table 9 presents the corresponding averagatment effects for different time
horizons. As one can see, there is a positive feignt treatment effect. This treatment
variable identifies the productivity effect of dfisring on employment even in the presence

of violation of the stable unit treatment valuetasption??

43 To see this consider Table 2 and note that switchf foreign suppliers neither involves employmieiss of
offshoring firms from downsizing (B) nor of domessuppliers from loosing supplier contracts (C)nkks the
productivity effect (A) and the market switchingfezft (D) are left. However, if offshoring did noffect
productivity and cost in offshoring firms, there wid not be an employment loss of domestic compstito
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We perform a last (unreported) consistency checkbgstigating matching estimators of the
three treatment variables on measures of salegrtsxpand average labor productivity.
Indeed, we observe productivity increases and miqodar an increase in the international
competitiveness through offshoring with restruetgrioffshoring without restructuring, and
switching of foreign input suppliers. For offshagicum restructuring, we can conclude that
the direct employment effect dominates the proditgteffect due to the substitution of own

production by foreign one.

7) Robustness checks

We conclude our empirical analysis with a numberaifustness checks. First, one might
argue that establishments in different industriesutd not be compared within the same
homogeneous matching framework, because they miliffier substantially, for instance, in
their market structure. On the one hand, it is twordting here that one of the characteristics
that enter the propensity score is already an tinguslassification. Given that the
standardized biases for all industries are very, ibvg pretty unlikely that a significant share
of observations from another industry enter thechmag estimates. On the other hand, we can
explicitly restrict the matching algorithm to coder only matches within the same industry in
order to insure better comparability. The restdtsmatching within 16 industries presented
in Table B1 are very similar with respect to thenpeoefficients and significance levels for
the outcome variables employment, sales and expmrtghe results for the outcome variable

productivity weaken and are only significant on 1iepercent level for t=1.

Second, we test the robustness of our results img ws different matching algorithm. We
employ nearest neighbor matching with two neighb®hereby, we rely on NNMatch from
Abadie et al. (2004). Table B2 in the appendix desti@tes that all results prove to be very
similar with respect to the point coefficients d@hd level of significance.

Third, we restrict our matching estimates to essabdents in the manufacturing sector only.

Once more, the overall picture does not change muahsome interesting patterns emerge.

offshoring firms through loss in market share (Blence, a positive treatment effect on the treatethe

treatment foreign supplier switching is evidencéehef existence of the productivity channel evethpresence
of general equilibrium feedback effects violatitg tstable unit treatment value assumption. Howeher size
of the productivity effect cannot be gauged if tomtrol group contains many firms that lost sigrafit market
share against offshorers.
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While the employment effects in manufacturing areilar to the full sample, the positive
effect on sales and productivity seems to be moyequnced in the manufacturing sector.
Finally, we provide another robustness check. Vg&rajuish between offshoring to countries
belonging to the European Union (EU Offshoring) adntries that do not belong to the
European Union (Non-EU Offshoring). The second grofi countries also includes “new”
European member states like Poland, the Czech RemubHungary, since these countries
were not part of the European Union by the timethaf survey. The results show some
heterogeneity along these two regions. The posémgloyment effect of offshoring within
the European Union turns out to be stronger andeffect of offshoring to outside the
European Union is insignificant. This is an intéreg side result of our study, since for
instance Geishecker (2006) finds a decline inirsdatemand for manual workers in Germany
due to international outsourcing to Central andi@&asEuropean Countries. In a similar vein,
Debaere, Lee and Lee (2006) report a negative ragueffect of outward FDI on
employment growth of South Korean multinationafsthie investment goes to less (more)
advanced countries. Finally, Biscourp and Kram&@0{) present descriptive statistics that
job destruction associated with increasing interiatedimports is higher for low wage

countries than for the overall sample.

8) Conclusion

This paper provides what is to our knowledge th& fyranular analysis of various effects of
offshoring on employment of plants. Using a plawdl measure of offshoring, we deploy
difference-in-differences matching techniques. Tas the double advantage of being able to
deal with firm heterogeneity and non-linearity. Gampirical strategy allows us to identify
two theoretical channels that have not been disgigd in the previous literature: 1) An
increase in the share of foreign intermediate imputtotal inputs (offshoring) may substitute
for own production thereby reducing employment tiglo downsizing. 2) Cost savings
through offshoring increase competitiveness, mastetre and employment in offshoring

plants (productivity effect of offshoring on emptognt).

Yet, offshoring has also an employment effect amfd that do not offshore: they may lose
market share against offshorers and supply costidaiffshoring firms substitute them for
foreign intermediate inputs. These are effects thalate the stable unit treatment value
assumption and contaminate the estimated averagément effect (ATT). We derive the
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ATT in violation of this assumption and use it tecdntaminate the ATT by appropriate

choices of treatment variables.

Overall, we find that plants which offshore have anerage a larger employment than as if
they had not offshored conditional on that a cartaass of plants did offshore during the data
period. However, the production depth remains oeraye unchanged through offshoring,
indicating that most offshoring tends to substidenestic for foreign suppliers.. In addition,
offshoring plants tend to have larger labour praititg, domestic sales, and exports. Hence,
the positive differential employment effect of dftging is consistent with the productivity
effect of offshoring on employment.

To disentangle the employment effect on offshonognts through downsizing from the
productivity effect of a plant’'s offshoring on iBsmployment, we apply three different
treatment variables: offshoring-cum-restructurin§fshoring-sine-restructuring, and foreign
supplier switching. First, the difference of the PsTfrom offshoring-cum-restructuring and
offshoring-sine-restructuring isolates a negatingByment effect from downsizing even if
the stable unit treatment value assumption is tedlaSecond, a positive employment effect
from switching between foreign input suppliers itiiges the productivity channel even if the
stable unit treatment value assumption is violategtause switching is still motivated by cost
savings, but there are neither negative employnedfacts from downsizing of own

production nor from replacement of domestic supglie

An additional minor, but interesting result is asoeomically significant effect of increased
imports of intermediate inputs on exports. This paments findings by Bernard et al. (2007)
and is consistent with offshoring that increasesdpctivity. Another by-product of our
analysis is that offshoring combined with restruicty is more likely in plants that are
technological laggards. One may suspect that pthatsfall behind in the technological race
are more likely to be forced to undergo acceleradpistment and that these plants use
offshoring, spin-off and closing of plants as a swa to catch up. It might be a fruitful
avenue for future research to investigate, whyaHesms fell behind in the first place and
whether offshoring helps them to turn the tide iides to secure survival in the medium-run.
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Appendix A

Table A1l: Summary Statistics

Outsourcing Plants Non-outsourcing Plants
Mean Standard Mean Standard
deviation deviation

Log employment 3.7161 1.7401 3.0832 1.7133
Log wage per employee 7.4083 0.5865 7.2360 0.6110
Technology 0.6898 0.4627 0.6335 0.4818
High-skilled 0.4151 0.2860 0.4078 0.3061
Foreign ownership 0.1012 0.3017 0.0429 0.2027
Log sales 15.3182 2.1623 14.4034 2.1016
Exports 12.6912 22.4274 5.5727 16.1358
Intermediate inputs 55.5620 21.7463 49.8634 23.8991
Number of observations 1265 7201

Notes:Log employmenttog of number of employees per plant, Logge per employedog of average wage
per employeeTechnology:Dummy=1 if plant has above average or state-ofaithdechnologyHigh-skilled:
share of high-skilled workers of total employmedryeign ownershipDummy=1 if a foreign owner holds the
majority of the plant, Log sales: log of total tauer of the plant, Exports: ratio of turnover altbéo total
turnover at the plant, Intermediate inputs: rafilntermediate inputs to output.

Table A2: Balancing Tests from Kernel Matching

Covariate Mean Mean Percent Percent Mean-diff. Regression-
treatment control bias bias t-stat based tests
group group reduction (p-value)  Wald statistic

(p-value)

Total employment  3.7338 3.7142 1.2 96.5 0.26 (0.79) 0.83(0.51)

Wage per employee 7.3771 7.3779 -0.2 99.5 -0.04 (0.97)1.24 (0.29)

Technology 0.7389 0.7338 11 91.2 0.27 (0.79)  0.63(0.63)

High-skilled 0.3801 0.3818 -0.6 59.4 -0.14 (0.89)1.54 (0.19)

Foreign ownership  0.0968 0.0867 4.0 82.0 0.81 (0.41) 2.15(0.07)

Notes: Definition of variables included in the nfdtg: Total employmentlog of humber of employees per
plant, Wage per employedog of average wage per employ@&chnology:Dummy=1 if plant has above
average or state-of-the art technologygh-skilled: share of high-skilled workers of total employmédryeign
ownership:Dummy=1 if a foreign owner holds the majority detplant; Balancing of industry, regional and
time dummies is not reported; all dummies haveragr bias below 3; mean-diff. is mean differenest tvith
standard deviations differing between treatment @nitrol group. Regression based Wald test siafigliows
Smith and Todd (2005b).

Table A3: Hotelling’s T-squared Tests by Propensityscore Quintile

Quintile T-squared statistics F-test statistics ahig
First 41.000 1.254 0.157
Second 20.536 0.609 0.961
Third 40.495 1.200 0.202
Fourth 31.485 0.905 0.626
Fifth 35.927 1.065 0.369
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Table A4: Frequency Distribution of Treated and Nontreated plants by Propensity
Score Quintile

Quintile Outsourcing plants Non-outsourcing plants
First 76 1380

Second 124 1331

Third 201 1255

Fourth 300 1155

Fifth 383 1072

Table A5: Heckman and Hotz (1989): Evidence for Skkelection into Offshoring ? Log
Employment, Log Sales, Exports and Log Productivity(t=-1)

Time Employment Sales Exports Productivity

Kernel Matching -0.0094 0.0071 0.6515 0.0184
(0.0126) (0.0176) (0.5076) (0.0173)

OoLS 0.0082 0.0213 0.3350 0.0213
(0.0154) (0.0168) (0.3561) (0.0168)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variabl®ffshoringis defined as an increase in the share of impantemediate inputs in overall
intermediate inputs between in the years 1999-2008001-2002 for a certain plant; non-treatmerddgned
as those plants that do not increase their veiititegration during the same time period.

Appendix B

Table B1: The Impact of Offshoring on Log Employmen, Log Sales, Exports and Log
Productivity (Kernel Matching within Industries)

Time Employment Sales Exports Productivity

1 0.02295* 0.0458*** 1.0392*** 0.0307*
(0.0125) (0.0174) (0.3542) (0.0166)

2 0.0400** 0.0567*** 1.0393** 0.0291
(0.0163) (0.0194) (0.4454) (0.0191)

3 0.0529*** 0.06804*** 1.3492** 0.0142
(0.0186) (0.0234) (0.5579) (0.0219)

Notes: Kernel matching, whereby matches are onlywald between plantsiithin the same industry (16
industries) and the average treatment effect ontregted is equivalent to the average ATT's over 16
industries. Bootstrapped standard errors (500 aafidins) are in parentheses. *** denotes 99% sipnite
level, ** 95% significance level, * 90% significaddevel; the treatment-variab@ffshoringis defined as an
increase in the share of imported intermediate tsjru overall intermediate inputs either in the rnged999-
2000 or 2001-2002 for a certain plant; non-treatnedefined as those plants within the same inglubat do
not increase their vertical integration during siagne time period.
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Table B2: The Impact of Offshoring on Log Employmen, Log Sales, Exports and Log
Productivity (Nearest Neighbor Matching)

Time Employment Sales Exports Productivity

1 0.0315*** 0.0515*** 1.1143*** 0.0334**
(0.0121) (0.0168) (0.3868) (0.0163)

2 0.0532*** 0.0613*** 1.3417*** 0.0172
(0.0156) (0.0206) (0.4779) (0.0192)

3 0.05471*** 0.0832*** 1.2853** 0.0226
(0.0176) (0.0237) (0.5932) (0.0209)

Notes: Standard errors in parentheses. Nearedttraignatching with two neighbors and caliper=0B&: the
matched sample heteroskedasticity-consistent stdreteors are generated with NNMatch from Abadialet
(2004); *** denotes 99% significance level, ** 958gnificance level, * 90% significance level; thedtment-
variableOffshoringis defined as an increase in the share of impadntedmediate inputs in overall intermediate
inputs between either in the year 1999-2000 or ZZ@12 for a certain plant; non-treatment is defiasdhose
plants that do not increase their vertical integratiuring the same time period.

Table B3: The Impact of Offshoring on Log Employmen, Log Sales, Exports and Log
Productivity — Manufacturing only (Kernel Matching)

Time Employment Sales Exports Productivity

1 0.0240* 0.0733*** 1.0462 0.0596***
(0.0139) (0.0222) (0.6495) (0.0192)

2 0.0381** 0.0809*** 1.5793** 0.0577***
(0.0167) (0.0267) (0.7953) (0.0216)

3 0.0317* 0.0952*** 1.8756** 0.0544**
(0.0193) (0.0305) (0.9048) (0.0238)

Notes: Standard errors in parentheses. For theheditsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variabl®©ffshoringis defined as an increase in the share of impantemediate inputs in overall
intermediate inputs between either in the year 18830 or 2001-2002 for a certain plant; non-treatiris
defined as those plants that do not increase vieiical integration during the same time period.

Table B4: The Impact of Offshoring on Log Employmen, Log Sales, Exports and Log
Productivity — Further Results (Kernel Matching)

Time Employment Sales Exports Productivity

Baseline Offshoring 0.0214** 0.0502*** 0.9359*** 0.0362***

(Tables 3;5-7, t=1) (0.0103) (0.0144) (0.3570) (0.0136)

EU Offshoring 0.0466*** 0.0433** 0.7049 0.0340**
(0.0125) (0.0186) (0.4782) (0.0168)

Non-EU Offshoring -0.0043 0.0295 1.2008 0.0539**
(0.0172) (0.0237) (0.7810) (0.0230)

Notes: Standard errors in parentheses. For thehedtsample standard errors are generated via bppsig
(500 replications); *** denotes 99% significancedg ** 95% significance level, * 90% significandevel; the
treatment-variabl&eU Offshoringand Non-EU Offshoringis defined as an increase in the share of imported
intermediate inputs in overall intermediate inpit€€U or Non-EU countries between either in ther yiE309-
2000 or 2001-2002 for a certain plant; non-treatnedefined as those plants that do not increlaesie vertical
integration during the same time period.
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